
 

 

Abstract—Cloud computing provides a suitable platform for 

the application of big data in IoT. With the promotion of cloud 

platforms, big data in data intensive applications has rapidly 

developed in various fields and embodies unusual values on 

scientific research and economic benefits. Firstly, this paper 

introduces the concept of big data and cloud computing, and the 

main characteristics of big data are described in 6V mode. 

Subsequently, we focus on the main processes of big data, such 

as data acquisition, data organization and management, data 

analysis, and data presentation. Then, based on the architecture 

of could computing, some commonly used big data frameworks 

and their characteristics are described. Finally, application 

technologies of big data under cloud computing are introduced 

in some aspects, i.e., file system, data storage, data processing, 

analysis, and visualization. And the challenges for the future 

development of big data are discussed in the end. 

 
Index Terms—big data, cloud computing, data management, 

distributed computing 

 

I. INTRODUCTION 

ith the continuous development of computer and 

network technology, a variety of massive data are 

daily generated from different fields, such as weather 

forecasting, e-commerce, health care, and other data 

intensive applications [1]. This is due not only to the close 

relationship between people's lives and information 

technology but also to the rapid progress of many new 

technologies, including the deployment of smart sensors 

[2][3], the development of the Internet of Things [4][5][6] 

and cloud computing [7]. From the individual point of view, 

these large volumes data that named as big data have 

different characteristics from traditional data sets, such as 

large amounts of data, diverse forms, high complexity, low 

value, and so on. But after data analysis, data mining, and 

other processing, we will get a lot of valuable information 

from these trivial data. However, data storage and processing 

based on traditional methods such as single-node or high 

performance cluster will not be able to process the big data 

effectively. Therefore, big data processing based on cloud 
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computing has gradually become a popular trend. 

With the rapid growth of big data, cloud computing as a 

new paradigm of computing has been more widely applied in 

various fields. Different from the traditional cluster system 

with fixed configuration, it uses virtualization technology to 

achieve unified management and maintenance of the 

underlying infrastructures and can provide users with 

ubiquitous, convenient and on-demand services that can be 

shared in a resource pool [8]. Cloud computing has three 

modes, such as Infrastructure as a Service (IaaS), Platform as 

a Service (PaaS), and Software as a Service (SaaS). Based on 

the characteristics like virtualization, dynamic expansion, 

and heterogeneous distribution, users can obtain different 

high performance resources (such as storage, network, 

computing, etc.) on the cloud platform at a lower price 

according to their actual needs, while avoiding the huge 

investment in hardware infrastructures.  

Due to the complexity and diversity of data types and huge 

scale of big data, it is difficult for traditional data storage and 

analysis systems to effectively solve this distributed and 

concurrency problem. At the same time, in the process of 

storage and analysis of big data, it is necessary to integrate 

advanced databases, high performance computing, and other 

technologies to improve the efficiency of data processing and 

data mining. With the help of cloud computing technology, it 

can not only provide flexible and diverse storage methods for 

massive data while improving the I/O speed, but also give 

full play to the powerful computing power of cloud platform 

and provide good technical support for distributed parallel 

computing. Moreover, with more scientific applications and 

life services migrating to the cloud platform, it will further 

promote the wide application of big data in various fields 

with low prices and efficient services. 

Combined with the development of cloud computing, this 

paper introduces several big data technics and discusses the 

key issues of big data on cloud computing. The remainder of 

the paper is organized as follows. Section 2 introduces the 

concept and processing mechanism of big data. Section 3 

presents the frame structure of big data in cloud computing. 

Then, the main technologies and challenges of big data are 

discussed in section 4. Finally, Section 5 concludes the paper.  

II. BIG DATA AND ITS BASIC PROCESS 

The emergence of big data has changed people's views on 

traditional data and promoted the development of data 

acquisition, data storage, data analysis, and data mining. At 

present, big data has become a research hotspot in the field of 

information technology. Using big data can not only discover 
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information and patterns with high value but also promote the 

rapid development of related scientific research. Meanwhile, 

due to the complexity of big data and its wide application 

prospects, this field contains many universal and targeted 

research problems to be solved. Therefore, a brief 

introduction and the main processing of big data are 

presented as follows. The main characteristics and processes 

of big data are illustrated in Fig.1.  

 
Fig.1 The main characteristics and processes of big data 

 

2.1 The Definition 

Having been around since the late 1980s, scientists have 

put forward the concept of big data and predicted that it will 

trigger data explosion in the information age [9] [10]. At 

present, both industry and academia are researching and 

developing big data. Researchers with various backgrounds 

have a different understanding of big data from different 

perspectives. This paper will focus on the efficient 

processing of big data in cloud computing from the abstract 

level, rather than on the study of a specific type of data. 

Therefore, big data in this paper is defined as large scale data 

sets composed of structured, unstructured and 

semi-structured data [11] [12]. 

Unlike traditional data, big data not only have a huge 

amount of data but also have more complex sources and 

structures. To better reflect the definition of big data, many 

scientists and experts define big data by the following main 

characteristics (called 3V and more Vs) [13] [14] [15]. 

• Volume (Data in the size): In daily production and life, 

many digital data are continuously generated from millions 

of devices and applications, such as sensors, cameras, IoT, 

financial transactions, scientific experiments, etc. According 

to relevant statistics, the amount of data generated in 2015 is 

about 8ZB, this value will probably be positive to 40zb by 

2020 [16] [17]. 

• Variety (Data in the form): With the popularization of 

various information technologies, big data is no longer only 

has a traditional structured type, but also contains more 

complex semi-structured and unstructured data that are 

generated by logs, pictures, network text, sensors, and so on. 

While enriching data types, diversified data sources also lead 

to structural differences and semantic conflicts of data. 

• Velocity (Data in the move): Data movement means not 

only the rapid generation or acquisition of data but also the 

efficient and rapid data processing. For many big data 

applications, a large amount of raw data will be entangled in a 

very short period, and the data need to be stored or processed 

in real-time to achieve the rapid flow of a series of processes 

from data acquisition, data storage, data retrieval, and data 

analysis. 

• Value (Data in the refine): Despite the huge amount of 

data, the value density of big data is far from enough 

compared with traditional relational data. At the same time, 

the original data often cannot directly reflect the role and 

value but need further mining and analysis to extract 

effective information. This means that the value of big data 

lies in the correlation of data instead of each individual. 

• Veracity (Data in the quality): In the process of raw data 

acquisition, some error information will be unavoidable. 

However, if big data only has the characteristics of large 

scale, diversity, and rapidity while lacking the necessary 

accuracy, it will greatly reduce the value of data. Only when 

the data have high accuracy, the actual value of big data can 

be reflected through its processing. 

• Visualization (Data in the exhibition): How to display 

and communicate big data effectively in different 

environments has increasingly become an important research 

content. It has become the main way to display data content 

by using visualization methods such as charts, images, and 

animations. Visualization not only reflects the diversity of 

data forms but also reflects the changing trend and internal 

relationship between different data, which is easier to 

understand. 

2.2 Basic Process  

Through the analysis of definitions and characteristics, big 

data can be regarded as a systematic concept with a wide 

range of connotations. And big data needs periodic 

management when it is processed, usually including the 

processes of data acquisition, data organization and 

management, data analysis, and data presentation. 

2.2.1 Data Acquisition 

Data acquisition is not only the information source of 

different data systems but also the basis of subsequent data 

processing. Usually, data acquisition refers to the real-time or 

on-demand acquisition of data from different data sources 

into related systems. Due to the variety of types and rapid 

growth of big data, the multi-type characteristics of data need 

to be considered comprehensively in data acquisition. 

Meanwhile, effective technologies should be adopted to 

ensure the reliability and validity of the collected data to 

avoid the impact on subsequent processing. However, in the 

big data environment, it is difficult to avoid some errors and 

inaccuracies in the data acquired in different ways. 

Therefore, data cleaning (data preprocessing) is needed to 

ensure the quality of data. 

2.2.2 Data Organization and Management 

After preprocessing, the data from various application 

scenarios can effectively eliminate invalid data caused by 

noise, conflict, missing, and other factors. However, the 

amount of preprocessed data is still so large that traditional 
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storage and management technologies cannot meet the needs. 

Therefore, the management system of the distributed 

environment is used to achieve efficient access to big data. 

Besides, when large scale application data are stored in 

distributed nodes, data migration will bring huge challenges 

to bandwidth and network latency. To ensure the integrity 

and validity of data, the backup of data will also have a higher 

cost for storage and management. Therefore, in large scale 

distributed systems, the unified distributed storage and 

management of massive data is an important issue in big data 

applications. 

2.2.3 Data Analysis 

Preprocessed data are usually stored in distributed 

systems. Usually, more effective information cannot be 

obtained directly from these discrete stored data, which also 

reflects the low value characteristics of big data. More 

valuable information can be found through the distributed 

analysis, processing, deep mining and learning of the existing 

massive data. Therefore, data analysis is a key link in big data 

processing. Its processing technologies are not only related to 

the storage and management of data but also affected by the 

actual application types. Common data analysis includes 

machine learning, data mining, artificial intelligence, and 

other statistical analysis techniques.  

2.2.4 Data Presentation 

After analyzing or calculating data, how to display the 

results intuitively and effectively is another important issue. 

Data presentation mainly displays the data process, 

calculation results, and statistical trends scientifically in the 

form of text, voice, image, and other ways. At present, 

visualization and interaction are usually adopted to reflect the 

processing results of big data. Big data applications require 

visualization technologies based on their characteristics to 

quickly collect, screen, summarize and display the 

information needed by decision-makers. Meanwhile, the 

information displayed usually needs to be updated in 

real-time according to the latest data. 

2.3 Big Data Applications 

After processing much raw data, big data produce 

conclusions for reference and prediction after data analysis. 

Then users can use the existing data to predict future 

problems or trends, that will help them make decisions. Here 

are some common scenarios of big data applications: 

Government management: The government usually 

collects and analyses the historical data to forecast the future 

development trend that can help to develop appropriate 

policies. Big data can effectively help government agencies 

formulate reasonable and feasible implementation plans, 

such as using the census to improve living conditions, using 

hydraulic data to prevent natural disasters, using food 

traceability management to track food safety, and so on. 

Education industry: The education sector needs to 

continuously invest in infrastructure construction and 

improve the form of education to provide a good education 

for students. Big data can help educational institutions make 

use of these data to make up for the weaknesses in the 

teaching process. They use data to achieve better 

development of education. It also helps students to find their 

shortcomings and improve learning efficiency. 

Medical care: Health departments and researchers make 

statistical analysis of various data, such as drug testing, 

patient records, and treatment plans. The results will help 

improve treatment and provide better medical assistance to 

patients. It can also improve the efficiency of administration, 

cost management, resource allocation and supply 

management in medical institutions. 

Manufacturing: Conventional and sustained production in 

manufacturing will generate a lot of data. Big data 

applications can help producers reduce costs and waste, and 

help them produce high quality products in a shorter time. 

Meanwhile, the analysis of big data can enable enterprises to 

produce based on future demand forecasting to achieve 

higher profits. 

Retail industry: The retail industry is an industry directly 

related to customers. It records many data from customers, 

including customer behavior, preferences, and biological 

data. Usually, it is difficult to obtain valuable information 

from the data of one or a few customers. However, many 

conclusions that will help improve sales can be gained 

through the big data. For example, business development can 

be targeted according to the analysis of sales behavior data in 

a certain area. Big data provides accurate information to 

solve complex problems and plays an important role in 

current business activities. 

III. BIG DATA ON CLOUD COMPUTING 

With the explosive growth and various characteristics of 

big data, traditional data processing technology has been 

difficult to effectively solve the data processing problems in 

various fields. Therefore, various big data processing 

systems have been proposed. From different processing 

forms, these processing systems can be divided into batch 

data processing systems, stream data processing systems, 

interactive data processing systems, and graph data 

processing systems [18]. These different big data processing 

systems, which help users efficiently carry out data 

processing, data mining, and other tasks, often need a certain 

scale of hardware infrastructure as support. Especially for 

individuals or minor enterprises, hardware platforms that can 

meet the needs of big data processing systems are often 

expensive to invest, and there are high barriers to the 

optimization of deployment platforms. The emergence of 

cloud computing provides an effective and feasible solution 

to these difficulties in big data processing. 

3.1 Cloud Computing  

As a new model, cloud computing has become a 

mainstream resource service platform. It provides a 

convenient and fast way to access different resources (such as 

storage, network, computing, application, etc.) on-demand 

from the configurable resource pool [19]. Fig.2 shows a brief 

system framework of cloud computing.  
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Fig.2 Cloud computing framework 

 

As shown in Fig.2, the main framework of cloud 

computing can be divided into three parts: the physical layer, 

the virtual layer, and the application layer. First, the physical 

layer refers to the underlying infrastructure of cloud 

computing, which is the hardware support and network 

deployment unit of the entire cloud platform. The physical 

layer covers many hardware resources such as storage, 

network, and servers, providing powerful computing and 

storage capabilities for cloud computing platforms. Second is 

the virtual layer, which uses virtualization technology to 

allocate and deploy all kinds of physical resources. 

Virtualization technology is the core of the cloud computing 

framework. It redefines and divides hardware resources 

through software. And the entities like servers, networks, 

storage in cloud computing are abstracted and transformed in 

the way of the virtual resource pool, thus realizing dynamic 

allocation, flexible scheduling, and cross-domain sharing of 

resources. The last is the application layer, including user 

interfaces, big data applications, resource management 

systems, fault detection systems, and other applications. The 

application layer provides specific platforms for different 

domains. Users can deploy applications on cloud according 

to their needs, and realize development, computing, storage, 

and other services in different environments. 

3.2 Frame Structure 

Big data and cloud computing can be regarded as a 

complementary and inseparable relationship. Cloud 

computing should be used as a supporting platform for big 

data processing. Meanwhile, the value of big data can make 

cloud computing better integrate with different industrial 

applications. Furthermore, cloud computing provides storage 

and computing resources to support the processing of big 

data. Through data query and data analysis, big data produces 

necessary value information for related applications in the 

cloud. 

Fig.3 illustrates the processing and analysis of big data in 

cloud computing. Users upload all kinds of data to the data 

center of the cloud through the web or application side and 

store them in a distributed file system. Subsequently, users 

use cluster-based parallel processing algorithms to process 

data at high speed and present the results in different forms 

like texts, voices, and charts. In this process, due to the 

complexity of types and the huge amount of data, it is 

necessary to rely on some technologies like distributed 

storage, distributed processing and virtualization to achieve 

effective processing.  

 

 
Fig.3 Big data processing architecture based on cloud 

 

In the distributed environment, the processing needs a 

unified framework to deal with the allocation and 

coordination of storage, computing, load balancing, data 

migration, and other tasks. Fig.4 shows some common big 

data frameworks in different processing modes. The briefly 

introduces are as follows. 

 

 
Fig.4 Common big data frameworks 

 

 

3.2.1 Hadoop 

Hadoop is a big data processing framework dedicated to 

batch processing. It mainly includes three cores: distributed 

file system (Hadoop distributed file system, HDFS), resource 

scheduling (yet another resource negotiator, YARN), and 

computing framework (MapReduce) [20]. HDFS is a 

distributed file system that coordinates storage and 

replication among cluster nodes. HDFS guarantees high fault 

tolerance of data by maintaining multiple copies of working 

data, and it can provide high throughput of data access. Yarn 

is a general resource management system, which can provide 

unified resource management and scheduling for upper 

application. This component is responsible for managing the 

underlying resources, scheduling jobs, improving cluster 

performance, sharing data, and so on. MapReduce is a 

computing model and method for parallel processing of big 

data. It combines a bunch of disorderly data according to 

some characteristics and then gets the result after processing. 
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3.2.2 Spark 

Spark is a batch processing framework with stream 

processing capabilities [21]. The basic principle of Spark is 

to divide streaming data into small time segments and process 

them in a batch-like manner. And its advanced application 

interface strips away the focus on the cluster itself while 

supporting interactive computing and complex algorithms. 

Compared with Hadoop, Spark has faster processing speed 

through memory computing. Also, Spark supports the use of 

directed acyclic graphs to develop complex multi-step data 

pipelines, and the shared memory data across directed acyclic 

graphs enable different jobs to process the same data 

together. Furthermore, Spark is a general engine, which can 

be used to solve many important tasks and problems in the 

field of big data, including offline batch processing, 

interactive query, real-time flow computing, machine 

learning, graph computing, and so on. 

3.2.3 Storm 

Storm is a real-time data processing framework with low 

latency, high availability, scalability, data loss, and other 

characteristics [22]. Its core components include nimbus, 

supervisor, worker, and task. Nimbus is mainly responsible 

for resource allocation and task scheduling. A supervisor is 

responsible for receiving tasks allocated by nimbus and 

starting/stopping its worker process. The worker runs 

specific processing logic processes, which can be divided 

into spout and blot. And each spout/blot becomes a task 

thread. The Storm framework ensures that every message is 

processed, and it is suitable for flow processing workloads 

with high latency requirements. 

3.2.4 Samza 

Samza is a flow processing framework. It uses open source 

distributed message processing system apache Kafka to 

implement message service and uses its manager yarn to 

implement fault-tolerant processing, processor isolation, 

security, and resource management [23]. Samza is suitable 

for real-time streaming data processing services, such as data 

tracking, log services, real-time services, and other 

applications. In the process of stream data processing, each 

Kafka cluster is connected to a cluster that can run yarn and 

cares for Samza operations. The main features of Samza 

include providing a simple callback-based message 

processing interface, realizing stateful message management 

by storing historical data, ensuring orderly processing and 

persistence of messages, partitioning and distributing each 

layer structure, and so on. 

3.2.5 Flink 

The core of Flink is a streaming data stream execution 

engine, which provides data distribution, data 

communication, and fault-tolerant mechanism for distributed 

computing of data stream [24]. Designed to run in a common 

cluster environment, Flink can perform computation at 

memory speed and any scale. Client, job manager, and task 

manager are Flink's basic components, in which the client 

submits tasks to the job manager, and the job manager 

distributes tasks to different task managers for performing. 

Flink can handle unbounded and bounded data sets, and even 

provide accurate results in the case of disorderly or delayed 

loading. It can deploy applications everywhere with good 

throughput and low latency when thousands of nodes run on 

a large scale. 

IV. TECHNOLOGIES AND CHALLENGES OF BIG DATA IN 

CLOUD 

The demand for big data in various fields mainly 

concentrates on two aspects: real-time processing of massive 

data and generating effective information from data mining. 

The diversity of massive data in a distributed environment 

makes data processing have new characteristics, and its 

technical requirements are quite different from traditional 

systems. Based on data acquisition, storage management, 

processing analysis, and result presentation, some 

cloud-based technologies have been developed to deal with 

big data in the cloud. Meanwhile, with the development of 

various new technologies and the promotion of big data 

applications, some challenges also appear in the process of 

big data processing in cloud computing. 

4.1 Technologies 

4.1.1 Distributed File System 

The distributed file system refers to the multiple resources 

that make up the file system that can be distributed in 

different nodes and communication between nodes through 

the network. The design of a distributed file system is based 

on client/server mode, which is due to the data scale effect. 

The data volume of big data has far exceeded the storage 

capacity of a local single machine, so it needs to be stored and 

managed separately. When using a distributed file system, 

users need not pay attention to which node the data are stored 

on or obtained from, but manage and store all kinds of data 

just like using a local file system. 

HDFS is a commonly used distributed file system, which is 

highly fault-tolerant, suitable for deployment on inexpensive 

machines and can provide high throughput [25]. HDFS 

adopts a master-slave structure model, and an HDFS cluster 

is composed of a namenode and several datanodes. The 

namenode serves as the primary server to manage the 

namespace of the file system and the access operations of the 

client to the files, while datanode in the cluster manages the 

stored data. Furthermore, HDFS store files in block sequence 

and distribute them evenly in clusters after copying to ensure 

the high availability of data. 

4.1.2 Scalable Data Storage 

The mass data from different sources need to be stored and 

managed effectively in the cloud. Since these data are usually 

unstructured or semistructured with different scales, 

traditional relational databases are not suitable for them. 

Unlike relational databases, NoSQL databases allow loose 

structure and highly flexible data models and are increasingly 

used in big data and real-time network applications. NoSQL 

databases do not guarantee the ACID characteristics of 

relational data, and it has characteristics like easy expansion, 

large data volume, high performance, simple structure, and 

so on [26]. According to different types, NoSQL databases 

can be divided into the following categories:  

Key-Value Storage Database: This type of database mainly 

uses a hash table with a specific key and a pointer pointing to 
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specific data. The advantage of the Key/Value model is the 

fast search speed and deployment convenience. Such 

databases include Tokyo Cabinet, Redis, Voldemort, Oracle 

BDB. 

Column Storage Database: Such databases are usually 

used to store distributed mass data. The characteristic of these 

databases is that keys point to multiple columns, which are 

arranged by column families. Cassandra, HBase, and Riak 

are some common column storage databases. 

Document Database: Document database can be regarded 

as upgraded versions of key-value storage databases, 

allowing nesting of key values. This type of data model is 

versioned documents, and semi-structured documents are 

stored in specific formats like JSON. CouchDB and 

MongoDB are two document databases. 

Graph database: Graphical database is different from rigid 

SQL databases and other types of databases. It uses a flexible 

graphical model and can extend to multiple servers. 

However, due to the need to compute the whole graph 

structure, it is not suitable for distributed cluster applications. 

4.1.3 Data Processing 

The processing of big data based on the cloud can be 

divided into real-time stream processing and large-scale 

batch processing. Each method has its advantages and 

disadvantages, but how to choose it depends on the specific 

business need. Real-time stream processing is used to process 

continuous data in real-time, which is the key to convert big 

data into fast data. The data to be processed are continuously 

arriving and need to be processed quickly without delay. For 

example, a detector is set up somewhere in a river to detect 

the situation of water (data), which is a real-time stream 

processing application. And large-scale batch processing is 

the processing of data sets that are grouped in a specific time 

interval. Usually, the data processed by batch processing 

need to be generated in a certain period and loaded into a 

certain type of storage, database or file system before 

processing. 

As mentioned in section 3, Hadoop is a batch processing 

framework, Storm and Samza are stream processing 

framework, while Spark and Flink are hybrid frameworks 

capable of batch and stream processing. The batch 

functionality of Hadoop comes from the MapReduce engine, 

whose processing technology adopts the way of key-value 

pairs. The basic process is: data set is divided into small 

blocks and allocated to all available nodes after reading from 

the file system, then the result is combined by grouping the 

intermediate computing state at each node. In contrast, 

real-time stream processing systems can handle almost 

unlimited amounts of data. But at the same time, only one or 

very few (micro-batch processing) data can be processed, and 

just the minimum state can be maintained between different 

records. 

4.1.4 Analytics and Visualization 

Data analysis generally means using appropriate statistical 

analysis methods or tools to analyze collected data and 

converts it into information about historical patterns, current 

performance or future trends. Unlike the traditional data 

analysis, the analysis based on big data refers to the use of 

new processing mode to extract useful information and form 

conclusions within the affordable time range. For big data 

analysis, the most important challenge is to extract useful 

knowledge from large amounts of existing data. This 

approach usually involves data mining, including association 

rule learning, cluster analysis, classification, and regression. 

Besides, machine learning is another fundamental technology 

in big data analysis. Machine learning uses computers to 

simulate human learning and uses existing knowledge data to 

improve learning efficiency. The goal is to automatically 

identify complex patterns based on data and make informed 

decisions. Machine learning is highly correlated with data 

mining, usually using the same technical methods, such as 

classification, clustering, and regression. However, data 

mining focuses on discovering unknown attributes of data 

from big data, while machine learning focuses on predicting 

from training data. 

Visualization is an important component of big data 

statistical analysis. Effective visualization forms such as 

images, charts, and animations can help users analyze data 

effectively and accurately. In order to meet the actual needs, 

big data visualization applications should generally have the 

following characteristics: can handle different types of 

incoming data, can adjust the results through different filters, 

can interact with the data set in the analysis process, can 

provide user collaborative options. Some big data 

visualization platforms include Tableau, Orange, Power BI, 

IBM Watson Analytics, and SAP Leonardo. 

4.2 Challenges 

Big data has been rapidly promoted and widely used 

depending on the convenience of cloud computing, but it also 

faces various challenges. Big data based on cloud computing 

has the characteristics of mass and diversity, which makes the 

way of data collection, data management, and data analysis in 

distributed environments different from traditional systems. 

Its data processing and scalability bring new requirements to 

related technologies. 

4.2.1 Data Collection 

In the actual production environment of various fields, 

data is usually stored in separate data warehouses of different 

departments, which lead to data fragmentation. In the 

processing of data collection, it is necessary to associate and 

integrate different types of data, while sharing technologies 

and tools, to eliminate the phenomenon of information island 

as far as possible. Meanwhile, due to the diversity of original 

data formats and different sources, data preprocessing 

technology needs to be further improved to avoid the 

irregularity and unreasonably of data, while will improve the 

quality, accuracy, and availability of the collected data. 

4.2.1 Data Management 

Depending on the rapid development of cloud computing, 

big data is managed by distributed file systems. To improve 

the efficiency of parallel processing, resource sharing, 

communication mechanism, query optimization, and other 

technical schemes among nodes still need further study. For 

mass unstructured data and semi-structured data, the current 

key-value pair method can meet different types of data 

storage needs, but its structure is not easy to perform 
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connection, query, modification, and other related operations 

between tables. Furthermore, based on data distributed 

storage, it is significant to improve the operation methods 

(such as aggregation, statistics, sorting, etc) in MapReduce 

and other models. For example, the current key/value-based 

indexing technology relies on business keywords, and 

non-key queries still need full table scanning that reduces 

efficiency. Meanwhile, there is no unified query optimization 

algorithm to solve the query requirements under complex 

conditions. 

4.2.2 Data Analytics 

The core of big data analysis is a data mining algorithm, 

which based on different data types and formats that will 

present different characteristics of data. Considering the 

characteristics of big data, three key points need to be 

considered in data analysis. Firstly, although the original data 

has been preprocessed, there are still some imperfections in 

different types of data. So, it is necessary to minimize the 

impact of the inaccuracy of data in the processing of data 

analysis. Secondly, generation time and volume of data are 

very difficult to predict and calculate, and a dynamic 

response mechanism is needed to solve this uncertainty 

problem. Especially in the cloud, data storage and computing 

resources should be reduced as much as possible through 

reasonable scheduling and configuration to achieve the goal 

of obtaining ideal analysis results at the minimum cost. 

Finally, the existing big data analysis tools can only focus on 

a few aspects. A general analysis software based on the 

characteristics of massive, multi-structure and real-time data 

will help to promote the development of big data. 

4.2.3 Data Security 

After realizing the distributed storage of big data in the 

cloud, how to ensure the integrity, availability, and 

confidentiality of network data while avoiding information 

leakage has become the core issue to be considered in various 

fields. On the one hand, the security of big data lies in the 

strict management of daily operations. For example, 

desensitization of data is very necessary for the process of 

data collection and storage, while sensitive data should be 

classified and managed according to the actual situation. 

Also, detailed logs should be recorded in all data operations, 

and uniform control of access control with fine-grained 

authorization should be realized. On the other hand, 

vulnerability scanning and risk prevention of big data 

development software need to be carried out regularly. 

Security of big data needs to cover every aspect of the 

implementation process, whether hardware, platform, 

software or data needs to achieve comprehensive integrated 

security protection. Besides, many new technologies have 

been rapidly developed and applied to the demand for big 

data processing. 

V. CONCLUSION 

With the rapid development of network technologies and 

data intensive applications, massive data information is 

produced every day. And how to make full use of these 

large-scale, multi-mode data, mining its value, has become an 

important research content of big data. 

According to the basic concepts and main characteristics 

of big data and cloud computing, this paper introduces the 

definition of big data and gives a brief description of the main 

processing process. The development of big data is 

inseparable from the cloud platform, and big data is also an 

important application in cloud computing. Different from 

traditional computing modes, cloud computing has become 

the basic platform for big data applications with the 

characteristics of on-demand acquisition, virtualization, and 

scalability. A distributed file system based on cloud realizes 

the storage and management of massive data. Unlike 

traditional relational data, unstructured and semi-structured 

data are managed and maintained in different frameworks by 

the model of NoSQL. 
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