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Newsgroup Topic Extraction using Probabilistic
Inverse Cluster Frequency Term-Cluster Weighting
and Growing Neural Gas Clustering

Sigit Adinugroho, Member, IAENG, Muh Arif Rahman, and Dahnial Syauqy

Abstract—Effectiveness of a topic extraction method is de-
pends on the capability to extract information from a large
amount of data. This paper proposes a new solution for
selecting a set of topics from text documents as well as a
new approach to set the weight of a term in clusters of
documents. The process of revealing topics from multiple
documents starts with a preprocessing step, which aims to
omit the unnecessary portion of the text. After that, the
weights of terms in documents are calculated based on the
term frequency-inverse document frequency method. Then,
feature transformation based on singular value decomposition is
employed to build weight for clustering. The clustering process
is conducted using the Growing Neural Gas method. Finally, to
determine the weights of terms in clusters as a way of selecting
topics from clusters, the proposed probabilistic inverse cluster
frequency term-cluster method is applied. Experiments show
that the framework attains satisfactory results indicated by the
average accuracy of 0.8606, 0.7406, 0.4039, and 0.6647 for topics
obtained from Binary2, Multi5, Multi7, and Multil0 categories
of 20Newsgroup dataset.

Index Terms—topic extraction, growing neural gas clustering,
probabilistic inverse cluster frequency term-cluster weighting,
feature transformation.

I. INTRODUCTION

ITH the massive use of the Internet and web tech-

nology, more and more people start to publish their
content online, often in the form of text in emails, instant
messages, bulletin board systems, forums, and weblogs [1],
[2]. The huge amount of data makes it difficult to analyze
what people write online. On the other hand, grasping the
topic of contents shared on the Internet might be essential
for security management since some people share illegal
content or unhealthy information [3]. Therefore, there is a
need for topic extraction from text documents. Often, the
topic extraction approach involves clustering procedures for
collecting documents with similar topics [4].

There are various types of clustering schemes available
for arranging data into a set of groups. Based on the
way the algorithm groups the data, there are two main
categories of the clustering algorithm: hierarchical and non-
hierarchical methods. The non-hierarchical algorithm works
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by splitting data into a set of predefined number of clusters.
This particular type of clustering algorithm can be classified
into two more specific categories, namely, hard and fuzzy
clustering. The former partitions data in such a way that
each data point belongs to one cluster only, while the latter
may assign more than one cluster membership to a data
point with various degrees of memberships. All types of
non-hierarchical clustering algorithms require the number of
clusters to be defined in advance. This parameter largely
influenced the performance of algorithms since the centroids
may be placed correctly in data space if only the number of
clusters is chosen correctly. On the other hand, the clustering
result may be hard to analyze if the selected number of
clusters does not represent the actual number of clusters in
the data [5]. There have been several attempts to predict the
optimal number of clusters; however, results show that the
number is hard to estimate [6], [7], [8].

The hierarchical method offers more flexibility in produc-
ing clusters by omitting the need to define the number of
clusters in the earliest stage of the clustering process. The
method forms clusters by sequentially merging or splitting
data or a cluster of data from the previous iteration, resulting
in a tree-like structure called dendrogram. The splitting or
merging step means that the formation of a branch in the
upcoming iteration is purely based on the structure from the
previous stage, leaving a chance for a data point to participate
in forming a cluster in the next iteration. This characteristic
is the main disadvantage of hierarchical clustering [9].

The growing neural gas (GNG) algorithm shares some
characteristics of partitioning and non-partitioning clustering
methods. Similar to the partitioning method, GNG creates
a number of groups according to specific criteria. Unlike
partitioning clustering, such as K-Means, GNG automatically
reveals the number of clusters. GNG is also somewhat
similar to hierarchical clustering since the method develops a
structure similar to a dendrogram from prototypes or nodes.
The growth of the structure can be controlled to reveal the
actual cluster. Also, the possibility to add and remove a
prototype at any stage means that the nodes’ structure does
not depend solely on the structure from the previous iteration
[9]. It also revealed that GNG converges fast to a low
distortion error and has a lower distortion error compared to
K-Means, maximum entropy clustering, and self-organizing
feature map [5].

Text documents are commonly represented as a vector-
space model of term weighting for computation purposes.
Measures based on word co-occurrence and a bag of words
(BOW) are regularly involved in long texts such as docu-
ments and emails [10], [11]. Among all approaches, TF-IDF
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is the most common approach for building such a model,
and its effectivity was already confirmed. In addition to the
vanilla version, various improvements were made to suit a
particular type of data [12]. However, processing documents
based on TF-IDF term weighting are prone to be problematic.
One of the problems lies in the nature of term frequency
calculation that keeps an account of the frequency of all
words in documents, resulting in a sparse matrix [13] of
a high dimensional vector-space model. Since the weighting
scheme takes account of entire words in the documents, the
features show a high degree of redundancy and irrelevance
[11].

Building an index for a large number of documents creates
a large matrix since the rows of the matrix correspond to the
unique terms in all documents as features. It is a standard
theory that too many features inhibit the clustering algorithm
from generating good clusters since the features provide low
discriminant power to differentiate a document from others.
One successful strategy for dimension reduction is to involve
singular value decomposition (SVD) [14], [15]. This effort
has been proved to be effective in clustering documents. A
work by Wei et al. [16] shows that dimension reduction
using SVD increases both clustering precision and recall
compared to TF-IDF weighting. It is also shown that SVD for
dimension reduction is able to reduce the effect of polysemy
[17].

This study develops a framework that extracts topics from
a set of text documents to solve the clustering and term-
weighting problems. The framework is based on clustering
with a GNG and term selection based on a term-cluster
weighting. The involvement of the GNG algorithm is in-
tended to reveal the actual cluster structure of data, especially
the number of clusters. On the other hand, probabilistic
inverse cluster frequency and term-cluster weight are im-
plemented to replace topic selection based on term-cluster
weight. This study also identifies a proper preprocessing
technique as well as selecting the right features for topic
extraction.

The main contributions of the paper are (1) constructing
a framework for topic extraction based on GNG clustering
and term-cluster weighting, (2) developing a new scheme for
term-cluster weighting, and (3) verifying the effectiveness of
the proposed topic extraction framework by doing experi-
ments.

The paper is organized as follows. Section II provides a
detailed description of the proposed framework. Experimen-
tal settings are explained in Section III, while Section IV
presents and discusses the result of conducted tests. Finally,
the paper concludes with Section V.

II. TOPIC EXTRACTION BASED ON CLUSTERED TERM
WEIGHT

The proposed framework for topic extraction consists of
five main steps: preprocessing, term-document weighting,
feature transformation, clustering, and topic extraction. The
overall process is depicted in Figure 1. The explanation of
each process is provided in the following sections.

A. Preprocessing

Datasets extracted from real-world data are commonly
cluttered with irrelevant information. In the field of text

Term-Document
Text Documents I:> ':> weighting

LFeature transformation

Topic Extraction <::J ‘ Clustering ’<}:J‘ Centroid initialization

Fig. 1.

Flowchart of the proposed framework

processing, it is highly recommended to conduct prepro-
cessing and normalization after reading the text. Specific to
newsgroups data, it is necessary to strip all headers except the
subject field. Non-alphanumeric characters are deleted from
the text, and finally, normalization occurs by converting all
cases to lowercase.

The first step to build the term frequency index is extract-
ing all tokens from documents. To achieve that purpose, a
set of regular expressions (regex) that recognizes punctuation
marks and blank spaces is employed to generate terms since
punctuation marks and blank spaces are good separators
for words in a sentence. Another form of noise regularly
appears in text documents is common words (stop words).
In English, words such as of, the, that, is, etc. are considered
stop words because they provide a little or no meaning to a
sentence. A standard approach to eliminate stop words is to
adopt a database of stop words called stoplist and delete all
words which exist in the stoplist. This research adapts the
stoplist from NLTK (http://www.nltk.org/) library consisting
of 179 words. Moreover, the dataset includes a common
word “shall” that presents in 221 documents. Since the word
”shall” is not included in NLTK’s stoplist, it was manually
added to the stoplist.

Identical words from a document may appear in different
forms due to the use of inflection. It is favorable to use the
root word as a standard representation of an inflected word.
Two approaches exist to separate affixes from their main
word: stemming and lemmatization. Stemming chops off af-
fixes from a word based on some rules, while lemmatization
performs morphological analysis using a dictionary. Previous
study [18] examines that both methods raise the performance
of a clustering method. They also limit the number of
words involved in processing. A stemmer performs well for
clustering and removes more words, but it only produces
stems instead of root words. A stem may not be a valid word,
so it is not appropriate for a topic extraction problem since
a topic must be a valid word. Therefore, the lemmatization
process is more suitable for this case. Our work involves the
built-in morphy function in [19].

B. Term-document weighting

An excellent way to eliminate noise words that appear
frequently and less meaningful in documents is through stop
word removal. On the other hand, less frequent words cannot
reveal the meaning of documents either. This type of noise
is eliminated by deleting all terms that appear in less than
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1% of all documents. [4].

The first step toward building a set of clusters from docu-
ments is assigning weight to terms in order to measure their
importance. There are various ways to do so, but the standard
way is to involve term frequency-inverse document frequency
(TF-IDF) [20].In the TF-IDF scheme, the importance of a
term in a document is linear with the frequency of occurrence
of the term in the document (T'F}4); at the same time,
penalty is given according to the total number of documents
in which the term appears (I DF}). Mathematically, I DF of
term ¢ is calculated as follows:

N
t

while the TF-IDF weight of term ¢ in document d is

TF —IDF, g=TF, g x IDF; 2)

where NN is the number of documents in the corpus, DF} is
the number of documents that contain term ¢, and T'F; g is
the frequency of occurrence of term ¢ in document d.

Based on the Equation 2, TF-IDF reaches zero if a term
appears in all documents in the corpus. A low value is
achieved if a term rarely appears in a document and appears
in many documents. However, TF-IDF has high value for a
term that appears many times in a document but is rarely
found in other documents.

The weights of terms in documents are arranged in a
data structure called document-term matrix (DTM) to ease
the clustering process. This structure is a matrix composed
of terms arranged into rows, while columns are the list of
documents in the corpus. A cell of the matrix holds the TF-
IDF of a term specified in the corresponding row and column

[4].

C. Feature transformation

A naive implementation of a TF-IDF for building features
used during the clustering process tends to form a sparse ma-
trix with a high degree of noise as a result of polysemy and
synonymity in text documents [21]. A feature transformation
based on SVD reconstructs the sparse DTM matrix into a
dense one with significantly fewer features, and provides
more discriminant power [14]. SVD decomposes a DTM
into three independent components, called U, S, and V. Term
vectors from a DTM are transformed into left singular vectors
(U), while document vectors are mapped into a right singular
vector (V). The complete transformation is written in (3).

A=USV 3)

To reduce the dimension of features U,S, and V are
reduced by using a rank & where k < rank(A) so that the
A matrix is approximated by the trimmed version of U, S,
and V and expressed as follows:

A UpSpViE 4)

where Uy, is the d x k (d denotes the number of documents
in the corpus) matrix of left singular vectors, Sy, is the k X k
diagonal matrix of k largest singular values ordered in a non-
decreasing form, while V is the w x k (w denotes the number

of terms) matrix of right singular vectors. The reduced form
of A used for clustering purposes is expressed in (5)

D. GNG clustering

The GNG developed by Fritzke [22] is a topology learning
algorithm that aims to uncover the topological structure of a
high-dimensional data distribution. It combines the Growing
Cell Structures [23] for node addition and the Competitive
Hebbian Learning (CHL) method [24] to generate network
topology incrementally. The topology is represented as a
self-organizing neural network consisting of a set of units
or prototypes (A) and a set of edges (V) connecting pairs
of units. Each unit ¢ € A has a weight (w., € R") that
represents the position of the unit in data space.

Initial topology is composed of two random units, a and
b, and their corresponding weight, w, and w;. Those nodes
are connected with a zero-age edge, and their error values
are set to 0. For each data point x, the nearest node s and the
second one t are located. Then, the ages of all edges emitted
from s are raised by one. Also, the error of the winning node
is increased by the squared distance between ws and x as
written in (6):

errory = errors + ||w, — z||? (6)

The topological update to the structure happens only at the
winning node and all nodes connected to it. Their weights
are updated toward x by the factor of e, and e,, where
ew, en € [0, 1].

Wy = Wy + ey (Ws — )

7
x),Vn € neighbor(s) @

Wp, = Wy, + en(wn -
If s and ¢ are neighboring nodes (meaning that they are
connected by an edge), set the age of the connecting edge
to 0; otherwise, create an edge to connect them.
Topology pruning occurs in each iteration if an edge has
the age larger than a,,q;. If the pruning produces lone
nodes (nodes without any neighbor), the nodes are removed.
Nevertheless, topology growth only takes place if the current
iteration is a multiple of A. In this case, a new node is inserted
by the following procedures:
o Locate the node [, which has the largest error.
o Select all nodes connected to [, and then find the node
v with the highest error.

o Put a new node r between [ and v. The weight of r
(w,) is calculated by using the following equation:

w, = (Wt wy) ®)
2

e Connect [ and 7, v and r, and then remove the connec-
tion between [ and v.

o Set error value for [, v, and r according to (9):

€] = ey
€y = Qrey &)
er = €

At the end of each iteration, error values of all nodes are
decreased by multiplying the old values with a constant d.
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Finally, stopping conditions are checked if a further iteration
is needed. Some possible terminating conditions are the
maximum number of nodes or performance evaluations based
on several measures.

E. Topic extraction using probabilistic inverse cluster fre-
quency term-cluster weighting

Topics from a cluster can be represented by the center
of the cluster based on a weighting measure. One of the
measures is term-cluster weighting, which consists of two
measures: term frequency and inverse cluster frequency
(ICF)[25]. Similar to IDF, ICF of term j is derived from
the number of clusters where term j appears (c;) and the
number of clusters (C) as follows:

C
ICF; =log— 10
J og of; (10)
The weight of term j in cluster ¢ is defined as
Wij :tfijICFj (11

where ¢ f;; is the frequency of term j in cluster 4.

Similar to the IDF formula, ICF is built under the assump-
tion that the number of clusters in which the term appears
(cf;) is very small compared to the number of clusters. This
may not hold true in the dataset used in various research,
and there is a possibility that a term appears in more than 1
cluster. Therefore, the probabilistic inverse cluster frequency
was coined to substitute ICF. The proposed topic weighting
is written as follows:

C —cf;
w;j = tfijlog;cfj J

It is worth mentioning that GNG clustering produces final
centroids that are not necessarily an existing data point in the
dataset. Therefore, terms for topic candidates are selected
from data points with minimum distance from the actual
centroids. A term provides more strength to represent a
topic if it is available in a cluster with high frequency but
infrequently appears in other clusters. A topic of cluster T;
is represented by an array of terms with maximum weight
in the cluster:

12)

T; = (term;y, term;a, terms . . . termyy,) (13)

F. Performance evaluation

Several validity measures for clustering results and topic
extraction are involved to validate the performance of the
proposed methods. Those measures are the silhouette coeffi-
cient and topic accuracy.

The silhouette coefficient [26] measures how similar data
are arranged in a cluster (cohesion) and how separated
the clusters are (separation). The silhouette coefficient is
calculated for each object in the overall dataset based on
distance metrics, such as Euclidean distance or Manhattan
distance.

After a result is acquired using a clustering method, let
us take an object i assigned in cluster A by the clustering
algorithm. Then a; can be calculated as the average distance
of i to other data in cluster A. From the clustering result, C'
can be defined as clusters other than A and d(i,C) as the

average distance from ¢ to each data point in C. After that,
b; is denoted as the minimum d(¢, C) for all C' # A. Finally,
the silhouette score of i, s; is computed as follows:
b; — a;
%= maz{a;, b;} (14)
Note that if a singleton cluster (a cluster with only one
object) appears, the silhouette coefficient for the object is
set to zero. The possible value for a silhouette coefficient
ranges from -1 to 1. The overall silhouette coefficient for a
clustering result is the mean of silhouette scores of all data.
A topic accuracy metric is an essential tool for determining
the quality of the extracted topic [25]. It calculates the mean
of n highest weight of terms that represent a topic. The
accuracy of term j in cluster ¢, A(i,7) is calculated in (15):

_w(ig)
chzi w(k7 ])
where w(i, j) is the weight of term j in cluster ¢ and C' is

the number of clusters. The overall accuracy of all topics in
all clusters is shown in (16):

A(i, ) 15)

n

C
1 1
Overall topic accuracy = rel E ” g A(i, j) (16)
i=1 " j=i

III. EXPERIMENTS

Performance evaluations of the proposed method were
examined on a public text dataset called 20Newsgroup. More
specifically, the experiments were conducted using a specific
version of the dataset called 1828 version by Jason Rennie
!, The dataset omits duplicates and all headers other than
“From” and ”Subject” from the original version. A slice of
the dataset is selected and divided into four categories [27]
as shown in Table L.

The goal of the first experiment was to find the most
appropriate SVD rank for each dataset to produce ideal
clusters, so silhouette coefficients were employed to measure
the quality of cluster results. In each dataset, the rank was
set to value ranging from 2 to 500. Then, the silhouette
coefficient and the number of clusters formed in each rank
were recorded. All GNG parameters were set to fixed values,
as shown in Table II.

The second experiment was intended to identify the most
suitable GNG parameters for each dataset. This goal was
done by measuring the silhouette coefficient for various max-
imum nodes and maximum ages combination by applying
exhaustive search. The maximum number of nodes ranges
from 1-100 in one increment, while the maximum age ranges
from 1-100 in one increment. ¢,, and ¢,, were set to the fixed
numbers, as shown in Table II.

A comparison to other clustering algorithms was per-
formed to identify if GNG is an appropriate algorithm to
cluster the newsgroup dataset. K-Means and Agglomerative
clustering with four linkage methods are examined based on
their silhouette coefficients.

The last experiment was aimed to identify the accuracy
of extracted terms as well as to compare the proposed term
weighting scheme with the existing one. In this scenario, the

Thttp://qwone.com/ jason/20Newsgroups/
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TABLE 1
THE DISTRIBUTION OF THE DATASET

Category Newsgroup Number of documents per topic ~ Total documents

. talk.politics.mideast 940

Binary? talllg.politics.misc 775 1715
comp.graphics 973
rec.motorcycles 994

Multi5 rec.sport.baseball 994 4888
sci.space 987
talk.politics.mideast 940
alt.atheism 799
comp.sys.mac.hardware 961
misc.forsale 972

Multi7 rec.autos 990 6612
rec.sport.hockey 999
sci.electronics 981
talk.politics.guns 910
alt.atheism 799
comp.sys.mac.hardware 961
misc.forsale 972
rec.autos 990

Multi10 rec.sport.hockey 299 9580
sci.electronics 981
talk.politics.guns 910
sci.crypt 991
sci.med 990
sci.space 987

TABLE II

GNG PARAMETERS FOR RANK TESTING

Parameter Value
Maximum number of nodes 50
Maximum age 5
en 0.0006
ew 0.05

quality of topics generated by term-cluster weighting and
the proposed method were compared based on the optimal
parameters found in the previous observation. The metric
used for measuring the quality of extracted topics was topic
accuracy.

IV. EVALUATION RESULTS

A. Selecting the proper rank

Our goal to assess the most appropriate rank for each
category was achieved by running the GNG clustering with
a rank value ranging from 2 to 500. Cluster quality was
measured as well as the number of clusters only if the number
of clusters was more than 1. This approach is intended to
avoid the formation of a singleton cluster. Figure 2 shows the
silhouette coefficient concerning the rank for each category.
It is shown that all categories have a similar trend: the low
rank attains the highest coefficient, and as the rank grows,
the probability of obtaining a low coefficient increases.

The highest silhouette coefficient for Binary2 is 0.749384
when the rank is set to 2. In this setting, the number
of clusters found is 2. According to the definition of the
silhouette coefficient, this clustering result is ideal since the
coefficient is relatively close to 1, and the number of revealed
clusters is the same as the actual number of clusters. As
shown in Figure 2, the coefficient plummets as the rank
is incremented and reaches a steady condition when the
rank is greater than 20. The figure only reveals the first 60
ranks since the values beyond that threshold have a similar
coefficient lower than 0.1.

Multi5 dataset shows a similar tendency: it has the highest
silhouette coefficient in the first few ranks and significantly
decreases after that. The rank with the maximum coefficient
is 5. However, the cohesion of data in a cluster and sepa-
ration between clusters is relatively low as indicated by the
coefficient of 0.393371, which is far away from 1. In this
rank, the number of clusters found is 3.

The lowest silhouette coefficient in the whole dataset is
obtained in Multi7 category. In this category, the highest
coefficient is 0.170486, obtained in rank 13. Even though the
number indicates cluster cohesion and separation that are far
from ideal, the number of extracted clusters is 5, which is
quite close to the actual number of clusters.

GNG also succeeds in unveiling the ideal form of a cluster
in Multil0 dataset marked by the high silhouette coefficient,
which is 0.610698. It is obtained when the rank is 2. Despite
the high silhouette coefficient, the number of clusters found
is not close to the actual one. At the highest silhouette, the
number of clusters found is 2. The reason why the number
of clusters found is far lower than the real one is the cluster
overlap, as explained in [28].

B. Identifying optimal GNG parameters

In order to select the right GNG parameters, maximum
nodes and maximum age, the silhouette coefficient is evalu-
ated for each combination of those two parameters based on
the rank chosen in the previous step. To do that, an exhaustive
search method is implemented to determine silhouette for
every possible permutation of maximum age and nodes.

The maximum silhouette coefficient discovered in Binary2
is 0.781251, with maximum nodes being six and the max-
imum age of three. In this configuration, two clusters are
found that matches the actual number of newsgroup category
in Binary2. Variations of maximum age and nodes around
the optimal one converge to similar silhouette coefficient
while maintaining the same number of clusters found, as
shown in Table III. It is also shown in Table IV that the
five highest silhouette coefficients require few nodes and age.
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Fig. 2. Silhouette coefficients for first 50 rank with nonzero coefficient in each category: a Binary2, b Multi5, ¢ Multi7, and, d Multil0

The reason why only a small number of nodes are needed is
that the structure of the Binary2 dataset is not complicated.
Thus six nodes are sufficient to form two connected graphs
that represent the structure of the clusters. It is interesting
to see that clusters formed by GNG have a better structure
since its silhouette coefficient is close to one. On the other
hand, clusters formed by the actual labels only achieve the
silhouette score of 0.07498. The score that is close to zero
indicates overlapping clusters since Binary2 comes from sub-
categories in Newsgroup dataset, which is talk.politics.

TABLE III
SOME COMBINATIONS OF MAX AGE AND MAX NODES FOR BINARY2.
THE OPTIMAL PAIR IS IN BOLD

Max Age || Max Nodes || #cluster || Silhouette coefficient
2 5 2 0.779566
2 6 2 0.77704
2 7 2 0.778495
3 5 2 0.776932
3 6 2 0.781251
3 7 2 0.779876
4 5 2 0.779432
4 6 2 0.768968
4 7 2 0.780975

Multi5 category demands significantly more nodes to
achieve the highest silhouette score. This particular dataset

TABLE IV
TOP 5 COMBINATIONS OF MAXIMUM AGE AND NODES FOR BINARY2

Max Age || Max Nodes || #cluster || Silhouette coefficient
3 6 2 0.781251
4 7 2 0.780975
5 7 2 0.7809
3 8 2 0.780181
3 7 2 0.779876

requires maximum nodes of 22 and maximum age of 3 to
produce 5 clusters and the silhouette score of 0.505109.
More nodes are involved in this dataset since more nodes are
needed to form more connected graphs that represent cluster
formation in the dataset. Compared to the clusters based
on actual labels in Multi5, GNG composes better structure
since its silhouette coefficient is 58.48% higher that of actual
label cluster. Table V provides evidence that all variations of
maximum nodes and age in the same number of clusters and
similar silhouette coefficients.

Table VI provides unstable results shown by variations of
the silhouette coefficient and the number of clusters found
in Multi7 dataset. The reason for this phenomenon is cluster
overlapping that has been analyzed in the previous research
[28]. Another proof of cluster overlap is a low silhouette
coefficient of 0.19685 computed from clusters generated by
the actual labels. The best parameter in GNG leads to six
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TABLE V
TOP 5 COMBINATIONS OF MAXIMUM AGE AND NODES FOR MULTIS

Max Age || Max Nodes || #cluster || Silhouette coefficient
3 22 5 0.505109
3 24 5 0.505109
7 15 5 0.499309
6 17 5 0.498585
6 19 5 0.494129

clusters with the silhouette coefficient of 0.180004. Since
some clusters overlap in the dataset, the number of clusters
found does not match the actual number of clusters in the
dataset.

TABLE VI
TOP 5 COMBINATIONS OF MAXIMUM AGE AND NODES FOR MULTI7
Max Age || Max Nodes || #cluster || Silhouette coefficient
5 52 6 0.180004
5 51 6 0.179091
5 50 5 0.170486
5 49 5 0.16986
3 25 5 0.163494

GNG performs well in Multi10 dataset, as demonstrated in
Table VII. The far from zero silhouette coefficient argues that
proper formation of clusters is exposed by GNG. However,
the number of clusters disclosed by GNG does not fit the
actual labels. GNG discovers two clusters, while the actual
labels separate the data into ten clusters. By investigating the
silhouette coefficient calculated from the labels, we figured
out that cluster overlap occurred in the dataset since the
coefficient is as low as -0.07404. It is also easy to spot that
several topics in Multil0 belong to a similar category, and
therefore some topics share common words that in the end
creates cluster overlap. In conclusion, it is more favorable to
have two clusters, rather than ten.

TABLE VII
TOP 5 COMBINATIONS OF MAXIMUM AGE AND NODES FOR MULTI10

Max Age || Max Nodes || #cluster || Silhouette coefficient
3 11 2 0.672618
3 36 2 0.659165
3 50 2 0.659165
3 46 2 0.659165
3 45 2 0.659165

C. Comparison with other clustering algorithms

In order to evaluate the performance of the GNG algorithm
to automatically group newsgroup data, a comparison with
other clustering methods is conducted. Two algorithms are
involved in the testing: K-Means and Agglomerative Clus-
tering with four linkage criterion, namely ward, complete,
average, and single linkage. It is important to note that
Agglomerative Clustering generates a tree-like structure that
represents a hierarchy of clusters; thus, cluster labels are hard
to determine since they depend on the levels at the tree.
To deal with that issue, we set the agglomerative clustering
method to stop creating the tree structure after finding &

clusters, where k is the number of unique labels in each
dataset. In this case, agglomerative clustering behaves like a
flat clustering.

Table VIII highlights the performance for each cluster-
ing algorithm represented by the silhouette coefficient, and
the best result is printed in bold. In Binary2 dataset, all
algorithms perform as expected on this well-structured data
indicated by identical silhouette coefficients. However, there
is an exception for Agglomerative clustering with a single
linkage that performs poorly because it forms near singleton
cluster where only one data is labeled differently from the
remaining data.

A similar tendency is shown in Multi5 dataset, where
almost all algorithms’ performance are alike, except Ag-
glomerative with single linkage. K-Means outperforms other
algorithms, but the gap with GNG is unnoticeable by mere
-0.447%. The gap between K-Means and Agglomerative
methods becomes wider, -4.156%, -10.071%, -3.925% and
-118.294 for ward, complete, average, and single linkage,
respectively. Similar to the previous dataset, single linkage
forms a cluster where almost all data points are the member
of the first cluster, and the four remaining clusters only have
one member each.

GNG’s performance cannot cope with those of K-Means
and Agglomerative clustering with ward and average linkage
in Multi7 dataset. The overlapping cluster problem makes it
difficult for GNG to reveal the actual number of clusters in
that dataset.

GNG outruns its rivals in Multil0 dataset with notable dis-
parity. Its silhouette coefficient is 28.155% higher compared
to its closest competitor, K-Means. Unlike Multi5, cluster
overlapping in Multil0 exposes the actual structure of the
clusters as previously discussed in SectionIV-B.

To summarize the performance of clustering algorithms,
GNG performs at a satisfactory level for most of the dataset,
except Multi7. GNG also excels at revealing the actual
cluster structure in MultilO dataset, where others are failed
to show the same capability. Agglomerative clustering with
single linkage is the most inferior method since it establishes
clusters where almost all data are grouped into a single
cluster, and the rest are scattered in the remaining clusters.

D. Accuracy of extracted topics

Based on the ranks found in Section IV-A, and maximum
nodes and ages found in Section IV-B, the accuracy of
the extracted topic in each category is compared using the
proposed probabilistic inverse cluster frequency term-cluster
weighting and the original term-cluster weighting. The aim is
to understand whether the number of topics affects accuracy.
Topic accuracy is then calculated for 1 - 10 topics in each
category.

Table IX shows the topic accuracy for Binary2 dataset.
For the first two topics, the term-cluster weighting achieves
a perfect silhouette score, while the proposed method scores
0.8861 and 0.8776. The lower silhouette scores are caused
by high cluster frequency. The proposed method found
terms that appear in both clusters, while the legacy method
extracted terms that exist exclusively in a single cluster. In
contrast, the proposed method has a tendency to find terms
that frequently appear in documents of a cluster, whereas
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TABLE VIII
CLUSTER EVALUATION FOR VARIOUS CLUSTERING ALGORITHMS

the term-cluster weighting is likely to find a term that less
frequently presents in a cluster. For instance, the term with
the highest proposed weight in the first cluster, “armenian”,
is available in both clusters, with the frequency of 2072 in
the first cluster and 27 in the second one. For comparison,
the term with the highest term-cluster weight is “ohanus”
which occurs 138 times in the first cluster but does not exist
in the second cluster. As more terms are taken from clusters,
it is more difficult to find a term that exclusively belongs to
a single cluster. That is why the accuracy of the term-cluster
weighting gradually declines. On average, a topic from the
proposed weighting shows up at 1.8 clusters and found
1018.65 times in its designated cluster, while a topic from
the term-cluster one emerges from 1.45 clusters, each with
1018.65 appearances. The general performance comparison
is made by averaging the silhouette coefficient for ten topics
gathered by both methods. The proposed method achieved a
31.52% higher silhouette coefficient compared to the term-
cluster weighting scheme.

TABLE IX
COMPARISON OF ACCURACY ON BINARY2

Number of terms || Proposed weighting || Term cluster
1 0.8861 1.0000
2 0.8776 1.0000
3 0.8612 0.8333
4 0.8781 0.7500
5 0.8718 0.7000
6 0.8612 0.5833
7 0.8596 0.5000
8 0.8543 0.4375
9 0.8335 0.3889
10 0.8223 0.3500
Average 0.8606 0.6543

In the Multi5, the term-cluster weighting exceeds the
performance of the proposed one by 17.59% as highlighted
by Table X. It is likely caused by more term frequency from
topics gathered by the term-frequency method and higher
cluster frequency from topics extracted by the proposed
method. Statistically, a topic appears in 3.52 clusters with
a term frequency of 688.74 when the proposed method is
used. From the term-cluster method, a term has a cluster
frequency of 2.82 and a term frequency of 247.28. Those
measures are averaged from 10 topics.

The silhouette coefficient from Multi7 dataset is even
lower for the proposed method. Table XI concludes that the
silhouette of the proposed method is 45.80% lower compared
to the term-cluster method. As we discussed before, the
proposed method is focused on finding terms with higher
term frequency. Since the number of the actual cluster grows,
it is more difficult to find higher term frequency. Besides,
cluster overlapping adds another complication to find low

Dataset GNG K-Means Agglomerative clustering
Ward Complete Average Single
Binary2 || 0.781251 0.78018 0.780791 0.78018 0.781251 || 0.425999
Multi5 0.505109 || 0.507378 || 0.486289 0.45628 0.487461 -0.09282
Multi7 0.180004 || 0.247191 || 0.201012 || 0.079253 || 0.194697 -0.12984
Multil0 || 0.672618 || 0.524424 || 0.495987 || 0.500402 || 0.410048 || 0.481782
TABLE X

COMPARISON OF ACCURACY ON MULTIS

Number of terms || Proposed weighting || Term cluster
1 0.9070 0.9731
2 0.8868 0.9209
3 0.8355 0.9296
4 0.7784 0.8889
5 0.7379 0.8854
6 0.7187 0.8566
7 0.6678 0.8400
8 0.6420 0.8244
9 0.6252 0.8002
10 0.6062 0.7889
Average 0.7406 0.8708

cluster frequency,i.e, finding a term that rarely exists in
multiple clusters.

TABLE XI
COMPARISON OF ACCURACY ON MULTI7

Number of terms || Proposed weighting || Term cluster
1 0.5086 0.7023
2 0.4534 0.6602
3 0.4415 0.6430
4 0.4169 0.6053
5 0.4219 0.6085
6 0.3964 0.5953
7 0.3663 0.5525
8 0.3568 0.5314
9 0.3412 0.5065
10 0.3360 0.4843
Average 0.4039 0.5889

Similar to Binary2 dataset, the proposed method outper-
forms the term-cluster method in Multil0 category. In this
particular dataset, the average cluster frequency from ten
topics obtained by the proposed and term-cluster method
is similar, 1.85 and 1.65, respectively. For term frequency,
the proposed method achieves far higher value, 2443.35,
compared to 155.15 from the term-cluster method. These
factors lead to a far higher silhouette coefficient from the
proposed method as shown in Table XII.

TABLE XII
COMPARISON OF ACCURACY ON MULTI10

Number of terms || Proposed weighting || Term cluster
1 0.8054 0.5000
2 0.7232 0.5000
3 0.7079 0.5000
4 0.6668 0.5000
5 0.6412 0.4000
6 0.6201 0.3333
7 0.6080 0.2857
8 0.6128 0.2500
9 0.6197 0.2222
10 0.6421 0.2000
Average 0.6647 0.3691
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All categories in the accuracy testing show identical be-
havior. As more keywords are extracted from clusters, the
accuracy of the topic worsens. The explanation for this phe-
nomenon is that the extracted topics have more probability
of being a member of more than one cluster if more topics
are extracted. This is caused by more terms are located on
more than one cluster, leading to a drop in accuracy.

V. CONCLUSION

This paper developed a framework for extracting topics
from text data based on GNG clustering and probabilistic in-
verse cluster frequency term-cluster weighting metric. Exper-
iments on the 20Newsgroup dataset verified the performance
of the framework and the proposed term-weighting. First, the
approach to involve GNG resulted in ideal document clusters
in most dataset categories. Then, the number of optimal ranks
for each category was observed to be 2, 5, 13, and 2 for
Binary2, Multi5, Multi7, and Multil0, respectively. The most
appropriate pair of maximum nodes and ages was 6 and 3 for
Binary2, 22 and 3 for Multi5, 52 and 5 for Multi7, and 11
and 3 for Multi10. Finally, the term accuracy was calculated
in order to measure the accuracy of the extracted topics.
The average accuracy of the framework was 0.8606, 0.7406,
0.4039, and 0.6647 for Binary2, Multi5, Multi7, and Multi10,
respectively.

Further research should be directed toward a more com-
prehensive understanding of topics. In this research, topics
are only represented by an array of terms. Understanding a
topic would be easier if the terms were linked to form a
sentence. One possible way is to use the natural language
processing method to grasp the relation between terms and
knowledge extraction from the Internet since some terms are
popular words still not registered in English dictionaries.
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