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Leveraging Lexical Features for Chinese Named
Entity Recognition via Static and Dynamic
Weighting

Dong Zhang, Chengying Chi, Xuegang Zhan

Abstract—Named entity recognition (NER) is an essential
research assignment in natural language processing. Entity
boundaries and word segmentation information are crucial
determinants that affect the accuracy of Chinese named en-
tity recognition. Researchers generally utilize two methods:
word-based method and character-based method. Word-based
methods rely heavily on segmentation tools. These methods can
cause error propagation problems from word segmentation in-
correctly. Character-based methods lack word-level information
and word boundaries information, which will cause the problem
of missing information. A novel neural entity recognition model
fused with self-matched lexical word features is proposed for
Chinese NER tasks in response to these problems. In the
embedding layer, they were using the attention mechanism
to extract the semantic features of word sequences, using the
statistical character frequency to extract the syntactic features.
Our proposed model is validated in many datasets. The F1
score of 73.9% and 57.65% was obtained on the OntoNotes 4
and Weibo datasets. The F1 score of 90.76% and 95.58% was
obtained on the MSRA and Resume datasets, and the state-
of-the-art experimental results are obtained on the Resume
benchmark dataset.

Index Terms—named entity recognition, sequence tagging,
trie tree, attention mechanism

I. INTRODUCTION

AMED Entity Recognition (NER) is a sub-task of
information extraction, which plays a significant role
in Natural Language Processing (NLP). It is also the basis of
tasks such as machine translation, text classification, informa-
tion retrieval[1], emotion recognition [2] knowledge reason-
ing, and entity linking. The entity category includes names
of people, places, and institutions. This task consists of two
parts: detection of entity boundary and label classification.
Detection of entity boundary is essential in NER. For Chinese
words without delimiters, the entity boundary ambiguity
tends to worse effect than expected. Label classification is
usually to classify the entity that recognizes the boundary.
Investigating NER as a classification or sequence labeling
problem is a continuing concern within NLP.
The model is mainly divided into four types according to
the model’s decoding process. The most commonly adopted
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method is to use the Softmax layer [3] or Conditional Ran-
dom Field (CRF) [4], [5], [6] to decode the best score label
sequence. Softmax function to select the optimal result for a
given label sequence through a fast greedy selection strategy,
output scores are normalized into a probability distribution.
The second approach is to predict the entity boundary in
each sentence through PointerNet, at the same time, in order
to obtain the probability of different entities according to
the positional information [7]. Another way is to enumerate
the sub-segments of text and then classify the labels [8].
This process can identify the nested entities in the sentence,
but when the sentence is long, many negative samples can
lead to higher processing costs. The last decoding method is
to encode the tokens information by the Seq2Seq model to
predict each token [9]. This method utilized an end-to-end
calculation process to partially solved the problem of nested
entities.

There are two standard approaches to previous works
for Chinese NER: word-based method and character-based
method. The word-based way performs word segmentation
first, and then uses the result after segmentation as the input
of the neural network. Word-based methods are the NER
pipeline, and the NER task’s performance relies heavily on
the accuracy of segmentation since name entities are the criti-
cal source of Out of Vocabulary (OOV) in segmentation. The
incorrectly segmented entity boundaries lead to task errors,
and the pipeline task can suffer the potential issue of error
propagation. As shown in Fig. 1, we construct the self-match
word sets by matching the word sequences “FF i i KL K
H7(Nanjing Yangtze River Bridge)”. Two different results for
“F SR T/H&IL K M7 (Nanjing City/Yangtze River Bridge)” and
“F I/ KT K (Nanjing/major/Dagiao Jiang)” produced
different meanings of the sentence. Character-based methods
avoid using word segmentation in the input layer, which
can effectively prevent the error propagation problem caused
by Chinese word segmentation errors. However, character-
based methods have two disadvantages. First, there is no
word-level information in the embedding layer, which will
cause a lack of latent word information in the model. The
information contained in Chinese words and characters is
different, and word-level information can also provide ade-
quate prior knowledge for the model. Second, the sentence’s
word boundaries are ambiguous, and the model needs to
be obtained through network learning during the training
process.

Chinese NER is a challenging problem because there are
no delimiting white spaces between words. This paper pro-
posed a neural entity recognition approach to leverage lexical
features using self-matched words and the nearest contextual
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[@% Nanjing] [ mayor] [ SIA#F Dagiao Jiang |

BRMIIIAM  Nanjing Yangtze River Bridge

| R Nanjing Cit | [ T K#M Yangtze River Bridge |

Fig. 1. Example of word segmentation.

| FRMI A Nanjing Yangtze River Bridge

I MR Nanjingl | B Nanjing City I | i mayorl
| KITAMH Yangtze River Bridge I

Fig. 2. The process of matching self-matched word.

lexical words. Based on the character-based methods, we
also leveraged external data by word embedding lexicon
information. The self-matched words of a character are the
lexical word that contains this character. We used a trie (a
letter-tree) to integrate self-matched lexical words. Our pre-
trained embedding vector is similar to what is described in
Sui [9]. The process of matching the self-matched word is
shown in Fig. 2 Compared with character-based methods,
our model explicitly leveraged prior knowledge. Compared
with the word-based methods, our model alleviated the error
propagation problem caused by wrong word segmentation.
At the same time, our model improved the data at the input
layer, has a more lightweight representation, and can easily
transplant various models.

The main contributions of this work are summarized as
follows:

1) We used the dynamic and static weighting methods to
extract the self-matched lexicon words information, and they
merged the lexicon information with the character features.
According to the number of self-matched lexicon words,
statistical methods are used to statically extract the syntactic
features of self-matched words in different word sequences.
According to the self-matched words embedding matrix,
the attention mechanism is used to dynamically extract the
semantic features of matching words in different sentences.

2) Our model’s improvement at the word embedding layer,
using both character-level features and word-level features,
can be swiftly and effortlessly ported to different models.

3) Our proposed model obtained the state-of-the-art results
on the Resume benchmark dataset and excellent result on the
MSRA benchmark dataset. Our source code is published at
https://github.com/zhangdddong/ChineseNER _DS.

II. RELATED WORK

Typically, NER is conducted as a sequence labeling task.
Traditional machine learning methods mainly use Hidden

Markov Model (HMM) [10] and Conditional Random Field
(CRF) [4]. With the progress in deep learning for NLP,
many researchers use a deep neural network to finish NER
tasks. Liu er al. [11] pointed out that the neural network
is far more effective and used the high dimensional word
vectors as the input to the LSTM-CRF model, and also
used a Character-aware Neural Language Model to extract
character information in the word sequences. Using the
character information, this model obtained the best result of
F1 score 91.71 percent on the CoNLL2003 English dataset.
Zukov-Gregori¢ et al. [12] employed multiple independent
bidirectional LSTM units and proposed Parallel Recurrent
Neural Networks. The novel model had fewer parameters
and achieved excellent results on the CoNLL2003 English
dataset. The CRF is usually used as the last layer of the
neural network to learn the label sequence’s potential re-
lationship. Although it can improve the accuracy of model
prediction, it dramatically affects the running speed. Cui et
al. [13] used the NCRF++ Neural Sequence Labeling Toolkit
[14] to extract character-level features, and proposed a Label
Attention Network to replace the CRF. The best results had
been achieved in the multi-sequence labeling task. Compared
with CRF, this model can improve decoding significantly.
The supervised learning method requires many label data,
as well as the potentially high cost of annotating data for
those methods. Clark et al. [15] used a training dataset mixed
with a labeled dataset and unlabeled dataset to improve the
sentence decoding of bidirectional LSTM. Furthermore, he
proposed a semi-supervised learning model based on Cross-
View Training. At the same time, some researchers had
applied Reinforcement Learning to NER’s field and achieved
excellent results [16].

The task of Chinses NER is difficult because there are
no natural spaces between Chinese sentences. When solving
the problem of Chinese NER, Chinese Word Segmentation
(CWS) becomes more and more critical on performance
([171, [18]). Cao et al. [19] proposed a novel Transfer
Learning framework by making full use of word boundaries
information when solving Chinese NER’s problem. In order
to allow the neural network to learn more characteristics of
the entity’s boundaries, he used a self-attention mechanism to
capture the dependencies between adjacent label sequences,
and this architecture achieved the best result on the Wei-
boNER and SighanNER dataset. Wu et al. [20] used the
CNN-LSTM-CRF model for Chinese NER and used data
enhancement techniques that automatically generate pseudo-
tags to train a shared neural network that combines word
segmentation and entity recognition. Rationalist commonly
uses gazetteers, but using this method directly has limitations
in the NER tasks when the recognition field expands. Ding et
al. [21] used Graph Neural Networks to capture lexical words
features in named entity recognition system automatically
and reduced the ambiguity of the language of fusing lexical
words information. Graph neural networks are also widely
used in Chinese NER. Gui et al. [22] attached character
features, word potential relationships, and sentence semantic
to Graph Neural Networks to obtain the best results in four
Chinese datasets. Combined with the character-based model
and the word-based model, Zhang er al. [23] decoded input
character sequence and lexical words composed of all charac-
ters, and he proposed the Lattice-LSTM model. Experiments
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showed that entirely using global semantic information can
significantly improve model performance. Sui et al. [27]
expressed the semantic information in the Collaborative
Graph Network, which solved the Lattice-LSTM model’s
shortcomings, and this model made processing speed six
times faster. Peng et al. [28] proposed a more lightweight
model and alleviated information loss caused by fuzzy input
word sequences.

The attention mechanism was initially being applied in
the field of image classification [29]. As some researchers
applied it to machine translation [30], [31], some began
to apply attention mechanisms to the NER task. Mengge
et al. [32] combined Transformer Structure and dictionary
information, and used positional encoding representations
and lexical information to express the semantic features of
word sequences by the Lattice Structure. Mengge investi-
gated the lattice-aware self-attention coupled with position
information to explore sufficient word information in the
lattice structure. Li et al. [33] proposed a FLAT model
by changing the position code, which converts the lattice
structure into a flat structure consisting of spans. Dong et al.
[34] applied the self-attention mechanism on the span-level
semantic representation to improve NER performance and
achieved the state-of-the-art results. Jin et al. [35] proposed
a novel character-level Gated Convolutional Recurrent neural
network with attention called GCRA for the Chinese NER
task. This model achieved excellent results. By combining
the attention mechanism and the dictionary information, the
dynamic lexical information can be quickly and accurately
used, so that the model can obtain better prior information in
the embedding layer. Our model tried a novel structure based
on the combination of the attention mechanism and lexical
information and added the syntactic information could more
fully express the semantic representation of the input word
sequences.

III. MODELS

We used bidirectional LSTM as the basic structure for
Chinese NER. We were using dynamic weighting and static
weighting to extract the features of self-matched lexical
words fully. Then, the self-matched lexical word features and
character features are fused at the word embedding layer. In
this chapter, we introduced the specific detail of the model
that fused the matching word features. The overall structure
of the model of fused self-matched lexical word features is
divided into three layers: Fusion Layer, Network Layer, and
Decoding Layer. The primary function of the Fusion Layer
is feature fusion. First, the characters are mapped into word
vectors of limited dimensions through a neural language
model. Then, the self-matched lexical word sets of the input
word sequences are calculated based on the characters’ rep-
resentation in different sentences. Finally, through dynamic
weighting and static weighting to extract self-matched word
sets features, and use the information after features fusion as
the output of the Fusion Layer. The Network Layer mainly
contains the neural network’s arithmetic unit, which is the
necessary part of model components. The primary function
of the Decoding Layer is to decode the information of output
by the neural network. Our model structure is shown in Fig.
3.

A. Formulation

In the Chinese NER task, we describe a sentence X =
{c1,¢2,...,¢n}, where ¢; is the ith character in the sen-
tence, and n represents the sentence’s length. Correspond-
ingly, we indicated the result’s label sequences are Y =
{y1,Y2,...,yn} Where y; represents the label corresponding
to the ith character. The self-matched lexical word sets for
each sentence are W = {wy,ws, ..., w,} where w; is the
jth matching word in the self-matched word sets, and m
is the number of matching words in the sentence. If there
is no matching word for each character in the sentence,
the self-matched word sets can be empty. We used f%(e)
to denote the features function that extracted the matching
word features through dynamic weighting and used f*(e) to
denote the features function that extracts the matching word
features through static weighting. Then the objective function
can be defined as fp : [X; f4(W); f*(W)] = Y. The rest
of this chapter, on this basis, developed the model derivation
process more carefully.

B. Fusion Layer

In this part, we introduced the Fusion Layer of the model.
The Fusion Layer’s main idea is to obtain adequate prior
knowledge by extracting more features. Each character in
the input character sequences X = {c1,co,...,c,} used
the essential vector feature calculated by the embedding
lookup table as c§™® = e(¢;) , where e¢ is the char-
acter embedding lookup table. Furthermore ™ is the
vector representation corresponding to the ith character and
ccmb € ReharDcharD is the dimension of the charac-
ter vector. The sequence of matching words corresponding
to the sentence W = {ws,ws,...,wy,} used the basic
vector features calculated by the embedding lookup table
as wj»mb = e"(w;), where e is the self-matched word
embedding lookup table. Furthermore, wjmb is the vector
representation corresponding to the jth matching word in a
sentence, and wj‘?mb e R¥°rdD wordD is the dimension of
the matching word vector. To better merge the matching word
features, we used dynamic weighting and static weighting to
extract semantic features and syntactic features, respectively.

The dynamic weighting method uses the attention mecha-
nism to integrate the information between the input char-
acters and the self-matched lexical words. The attention
mechanism can effectively extract the semantic information
of the matched words dynamically. The embedding set on
self-matched words is We™P = {w§mb qwsmb ... wembl,
where m is matching words in the word sequences. The
attention weight score is:

m

Atty, = awi™ (1)
j=1

where Att) represents the self-matched word attention
vector corresponding to the kth sentence. This method
extracted sentence-level matching word features by calcu-
lating the matching word’s weight in the word sequences.
Previously, we planned to dynamically increase the weight
of matching word sets for each character, but considering
efficiency issues, we chose this solution. The a; represents
the attention weight vector obtained by the first self-matched
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Fig. 3. Model structure.

words through the attention mechanism. The representation
for a; is:

(2)
) 3)
emb

where score(q, w§™”) is the attention score of the jth
self-matched word, the output result represents the scores
of different self-matched words in the actual sentence, ¢ is a
weight tensor whose dimension is the same as the dimension
of the word vector of the self-matched word, and it will
follow the training of the model is continuously update and

iterative. The function for score(q, e5™") is:

aj = tanh(a;’)

X emb
Clj ;

= softmaz(score(q, w;

emb
J

emb

) = tanh(wyj

)©q “4)

where © represents tensor contraction, and the weight
tensor ¢ is used to reduce the dimension of the word vector
matrix.

The static weighting method used statistical methods to
count the quantitative information between the input char-
acters and the self-matched words. And then combine the
static word vectors to extract the characteristic information
of the self-matched words effectively. This method’s process
speed is faster than the dynamic weighting method, and we
think this method can extract the surface features of self-
matched words in word sequences. Form the matching words
of sentences to the quantified sets {w$™? w§mb ... wemb
the static features of matching is calculated by:

1
D

wembeWw

score(q,w

PR N

emb

STA, = 5)

W

where ST Ay, represents the static extraction vector corre-
sponding to the kth sentence, |W| is the number of matching
words in the self-matched word sets. w®™? is the word vector
corresponding to the self-matched words. This statistical
method believes that in the sets of self-matched words, the
more critical in these sets if the same matching word appears
more often. This method can quickly calculate the static
features in the combination of self-matched words.

Then, perform a matrix connection operation on the char-
acter word vector, the dynamic weighted features of the
matched word, and the static weighted features to obtain
the fusion layer’s output. Through the matrix connection
operation, it can ensure that the extracted features are not
lost. Finally, take the Fusion Layer’s output as the input of
the Network Layer, and use Ifyq0n to represent the output
of the Fusion Layer. The value of Ifyg;0n is calculated by :

Ifusion = [Wemb; Att, STA] (6)

C. Network Layer

The output after the Fusion Layer can be used as the input
of the Network Layer. Most NER models use bidirectional
LSTM as the Network Layer of the model, so the Network
Layer used in the experiments is mainly bidirectional LSTM.
The final representation for I ,;on is:

S Tn} (7

where x; represents the ith fused features vector, each
character corresponds to a high-dimensional feature vector,
and n represents the sentence length. The fused features
Ifusion 1s used as the input of the bidirectional LSTM
network. The bidirectional LSTM captured global sequence
information from right to left and from left to right. The
Bidirectional LSTM hidden layer’s output sequence can
be expressed by vector (hi,hs,...,h,) and nearly one-
to-one correspondence between input vectors and output
sequence. (hq, ha, ..., h,) can be divided into two partitions:
- = — — —
(h1,h1,...,hy) and (hy,hq,. .., hy) in the left-to-right and
right-to-left directions. Therefore, the hidden layer of the
bidirectional LSTM function is:

-
hi = [hi; hi

Ifusion = {‘Tlax% .

®)

D. Decoding Layer

NER is a typical sequence labeling task, which identifies
entities by marking entity boundaries and entity categories.
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TABLE I
STATISTICS OF DATASETS

Dataset Train Dev Test Entity Type
MSRA 13619k - 1085k 3
Resume 1069k 118k | 132k 7
OntoNotes 4 492k 203k | 210k 4
Weibo 201k 100k | 102k 4

A CRF decoding follows the output result (hy, ho, ..., hy,)
of the neural network. The CRF decoding probability corre-
sponding to each real tag Y = {y1,y2,...,yn} is:

i i—1,
(s Wenrhi +Wenr”))
; i1,

>y exp(o; (Wepphi + b(C’RF )))

where y represents the sequence label, and 1’ represents
any label in the label sequence. Wi s corresponds to the
ith parameter, bg;};z) represents the paranoia between 7 — 1
and <. We used the standard Vertibi algorithm from decoding.
The loss function is:

loss = Z log(p(vlsi))

i=1

plyls) = €))

(10)

IV. EXPERIMENT
A. experiment settings

1) Datasets: For the experiment more convincing, the
datasets we used include the MSRA dataset and the Resume
dataset. Statistics of the datasets are shown in Table I.

o MSRA [36] is a standard news field dataset, provided
by Microsoft Research Asia. The dataset only contains
the training set and the testing set. The schema method
of the dataset uses the BIO annotation method. It mainly
contains three types of entities: persons, places, and
institutions.

o Resume [23] is a financial resume dataset, the resumes
of 1027 financial practitioners from Sina Finance. The
seven types of entities included in the dataset are
cities, educational institutions, place names, personal
names, organization names, proper nouns, professional
backgrounds, and job titles. The training set contains
13,438 entities, the validation set contains 1497 entities,
and the testing set contains 1630 entities.

o OntoNotes 4 [24] comes from Newswire, Broadcast
News, Broadcast Conversation, Web text, and the pri-
mary entities used in the experiment: LOC, PER, ORG,
and GPE. We also refer to this paper [25] for more
information about the data split.

« Weibo dataset [26]: The samples consist of 1890 Weibo
messages, including four entity types: Location, Person,
Organization, and Geo-political entity.

2) Hyper-Parameters: Table II shows the hyper-
parameters of our model. The character embedding
dimension size is set to 50, the self-matched lexical word
vector embedding is set to 300, and the word2vec is trained
on Chinses Giga-word of the corpus. The hidden size of
bidirectional LSTM models is set to 200. It is worth noting
that on the Resume dataset, the optimizer we use is SGD,
and the learning rate is set to 0.015. On the MSRA dataset,
we set the learning rate to 0.001, and the optimizer used is

TABLE 11
HYPER-PARAMETER VALUES

Parameters Value
char embedding 50
lexcicon embedding 100
dropout 0.5
gradient clip 5.0
bilstm-layers 1
bilstm hidden units 200
learning rate 0.001

Adam. To overcome overfitting, we set the gradient clipping
to 5.0. We also used the dropout method to improve the
generalization ability of neural network learning features.
3) Evaluation Metrics: The evaluation metrics of the ex-
periments use precision, recall, and F1 score. In the Chinese
NER task, the positive cases are entities, and the negative
cases are non-entities. The precision is the proportion of
correct words in all predicted entity words; recall measures
the model’s generalization ability. For the precision and the
recall are inversely proportional, and the F1 score is the
harmonic average of them. The metrics functions are:

TP
pTeCY:S'L.O'fL = m (11)
TP
ccall = ———— 12
T TP Y FN (12)
Fl—9x precision x recall (13)

precision + recall

where the TP is the true positive, the FP is the false
positive, the TN is the true negative, and the FN is the false
negative.

B. Experiment Results

Using the MSRA dataset and Resume dataset to verify the
effectiveness of our model. At the same time, to observe the
impact of the model’s dynamic weighting and static weigh-
ing on the experimental effects, we conducted experiments
separately. In order to express the experimental results more
clearly, we introduce the model’s name as follows:

o Character + Static-features: It represents a model
that combines character features and static features and
uses statistical matching word frequency to extract their
static features. Bidirectional LSTM is used in the neural
network layer, and the input layer uses only character-
based representation vectors.

o Character + Dynamic-features: It represents the fu-
sion model of character features and dynamic features
and uses the attention mechanism to extract the dynamic
features of the matching words of the model.

o DS-attention: Our proposed model combines the fea-
tures extracted by static weighting and dynamic weight-
ing, then fusion with character vector features. The
method of feature fusion is concatenating operation.

1) MSRA: Due to the lack of a validation set, we use
the testing set to display the experimental results. Results on
MSRA dataset are shown in Table III.

Chen et al. 2006 used CRF and maximum entropy models
for Chinese NER and finally achieved an F1 score of 86.20%.
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TABLE III TABLE IV
RESULTS ON MSRA DIFFERENT ENTITY RESULTS ON MSRA
Models Precision | Recall F1 Models Type | Precision | Recall F1
Chen et al. 2006 [37] 91.22 81.71 86.20 Character + Dynamic-features P 94.07 92.39 93.22
Zhou et al. 2006 [38] 88.94 84.20 86.51 Character + Dynamic-features L 93.25 92.76 93.00
Zhou et al. 2013 [39] 91.86 88.75 90.28 Character + Dynamic-features (6] 77.94 80.40 | 79.15
Dong et al. 2016 [40] 91.28 90.62 | 90.95 Character + Static-features P 94.50 92.39 93.43
Character + Dynamic-features 89.26 89.41 89.34 Character + Static-features L 91.90 93.93 | 92.90
Character + Static-features 89.67 89.55 89.61 Character + Static-features (0] 80.99 78.63 79.79
DS-attention 90.12 91.42 | 90.76 DS-attention P 94.45 94.03 94.24
DS-attention L 92.96 93.87 | 93.41
DS-attention (0] 81.27 84.45 82.83
Zhou et al. 2006 used a character-level CRF to segment the
. . TABLE V
sentences, and the results of the segmentation contained a ACCURACY ON MSRA
small number of simple entities. Then, using three word-level
CRF models, the Person, Places, and Organization in the Models Accuracy
results are identified. Finally, they use a conventional method Character + Dynamic-features 98.38
to mark entities that are not recognized by the CRF. This Character + Static-features 98.50
method that was combining rules with statistical methods DS-attention 98.62

achieved 86.51% of the F1 score. The traditional Chinese
NER model cannot use global character features. Zhou et
al. 2013 made full use of a string of continuous characters
globally, and this method identified and categorized Chinese
NER via a global linear model and gave 90.28% on F1 score.
Their model also used 10 features for Chinese and 31 context
features to ensure the model’s performance. Dong et al. 2016
utilized a bidirectional LSTM-CREF structure that integrates
both character-level and radical-level representations. Their
model represented the Chinese radical-level information in
BLSTM-CRF architecture without using standard features
and achieved 90.59% on the F1 score. Our model based on
the combination of dynamic weighting and static weighting
is 4.25% higher than the best model using CRF. Compared
with Zhou et al. 2013, our model has increased the F1 score
by 0.48% without using any artificial features and contextual
features. Compared with Dong et al. 2016, the construction
process of radical-level features is more complicated. Our
model integrates the input information without construct
radical-level features or utilizes a lot of external resources.
Table III shows the result comparing Character +
Dynamic-features, Character + Static-features, and our
model. Compared with the method that only uses dynamic
weighting, the DS-attention model’s F1 score has increased
from 89.34% to 90.76%, and the performance is improved
by 1.42%. This experimental phenomenon shows that the
features of the self-matched words can be well extracted
through the attention mechanism and merged with the char-
acter information. Compared with the static model, the DS-
attention model’s F1 score has increased from 89.61% to
90.76%, an increase of 1.15%. The statically weighted word
frequency information also has an impact on the performance
of the model. The method of using static weighting is
0.27% more effective than using dynamic weighting. This
phenomenon shows that the word frequency information
extracted by static weighting will learn more knowledge on
the MSRA dataset. Since the DS-attention model integrates
dynamic semantic information and static word frequency
information, the model has a higher recall. Results of dif-
ferent entities on the MSRA dataset are shown in Table
IV. In the table, the three models have lower evaluation
indicators for the Organization. The F1 score of dynamic

weighting and static weighting reached 79.15% and 79.79%,
respectively. Moreover, the F1 score of the DS-attention
model after feature fusion increased to 82.83%. At the same
time, in the Person entity, compared with the static model,
the F1 score of the DS-attention model increased by 0.81%
and compared with the dynamic model, the F1 score of
the DS-attention model increased by 1.02%. In place name
entities, the F1 score of the DS-attention model increased by
0.51% compared with the static model, and the F1 score
of the DS-attention model increased by 1.41% compared
with the dynamic model. Experimental results show that
the model after feature fusion has a significant performance
improvement for different entities such as person names,
place names, and organization names.

Accuracy on the MSRA dataset is shown in Table V. On
the MSRA dataset, the accuracy of using static weighting
reaches 98.50%, which is 0.12% higher than using only
dynamic weighting. The combination of dynamic weighting
and static weighting has an accuracy of 98.62%, which is
0.12% higher than the static weighting method and 0.24%
higher than the dynamic weighting method.

We verified the portability of our method. On the MSRA
dataset, the Bi-LSTM and ID-CNN models were used as the
baseline model, which established that the dynamic weight-
ing and static weighting methods could flexibly transplant
various models and significantly improve the performance
of the model. Results are shown in Table VI. Among them,
on the MSRA dataset, the F1 score using the Bi-LSTM
model reached 87.30%. Adding dynamic weighting and static
weighting, the F1 score of the model increased by 3.46%, and
the precision and recall have significantly improved. The F1
score on the MSRA dataset using the ID-CNN model reached
89.51%. Considering the ID-CNN model as the baseline
model, the model’s F1 score increased by 2.29% after using
static weighting and dynamic weighting. Simultaneously, the
model’s precision increased by 3.68%, and the recall of the
model increased by 0.98%. The experimental results show
that the dynamic weighting and static weighting methods
can better adapt to multiple models while improving its
performance.

Volume 48, Issue 1: March 2021



TAENG International Journal of Computer Science, 48:1, IJCS 48 1 13

TABLE VI
RESULTS OF DIFFERENT BASELINE MODELS ON MSRA

Models Precision | Recall F1
Bi-LSTM + CRF 85.75 88.91 87.30
DS-attention + Bi-LSTM + CRF 90.12 91.42 | 90.76
ID-CNN + CRF 90.28 88.75 | 89.51
DS-attention + ID-CNN + CRF 93.96 89.73 | 91.80

TABLE VII
RESULTS ON RESUME
Models Precision | Recall F1

Zhang et al. 2018 [23] 94.81 94.11 94.46

Zhu et al. 2019 [41] 95.05 94.28 | 94.94

Gui et al. 2019 [42] 95.37 94.84 | 95.11

Character + Dynamic-features 95.56 95.24 | 95.40

Character + Static-features 97.50 94.91 94.85

DS-attention 95.37 95.80 | 95.58

2) Resume: Results on the Resume dataset are shown in
Table VIIL. In the table, Zhang et al. 2018 (Lattice model)
mainly used string as the input of the neural network and
used the self-match lexical words in the neural network
layer. He used the self-matched words features as part of the
network, which leads to the degree of structural dependence
on the neural network during the model training process
extensive. The last layer of the Lattice model uses CRF
decoding, and a result of 94.4% is achieved on the testing
dataset. The F1 score of our model on the testing set dataset
reached 95.58%. Compared with the lattice model, the F1
score increased by 1.12%. The precision of our model is
0.56% higher than that of the Lattice model. At the same
time, our model has stronger generalization ability, with a
recall is increased by 1.69%. Compared with the Lattice
model, our model improves the input layer, the model has
better mobility and can avoid the dependence on the neural
network structure. Zhu et al. 2019 proposed the Convo-
Iutional Attention Network on Chinese NER. This model
used a character-based convolutional neural network with
a local-attention layer and a gated recurrent unit with a
global self-attention layer to capture the information from
adjacent characters and sentence contexts. Compared with
Zhu et al. 2019, our model has a 0.64% increase in the F1
score, and our model performs well. At the same time, our
proposed models are more lightweight and have a 1.52%
improvement in recall than Zhu et al. 2019. Gui et al. 2019
used a rethinking mechanism based on the convolutional
neural network. It also used a combination of character
features and self-matched features in the neural network. This
model can utilize all the characters and potential words that
match the word sequences in parallel. Besides, the rethinking
mechanism can address the word conflict by feeding back the
high-level features to refine the networks. Compared with
Gui et al. 2019, our model has a 0.47% increase in the F1
score. Moreover, our model has better generalization ability,
and the recall is increased by 0.96%.

To allow the model to learn more prior knowledge, we
used both dynamic weighting and static weighting to extract
self-matched word features. At the same time, we compared
the dynamic weighting and static weighting methods. On the
Resume dataset, we carried out dynamic weighting and static
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Fig. 4. FI1 score against training iteration number

weighting experiments to observe the impact of dynamic
weighting and static weighting on the experimental effect.
Compared with the models of other authors in Table VII,
both dynamic weighting and static weighting improve the
model’s performance to a certain extent because the dynamic
weighting and static respectively extract the prior informa-
tion in the text. Experimental results show that after static
weighting and dynamic weighting, the model’s precision is
reduced, but the model’s generalization ability is robust,
and the robustness is improved. According to the partic-
ular mathematical properties of the attention mechanism,
we believe that dynamic weighting extracts the semantic
information in the word sequences, so the various indicators
of the model are slightly improved. Static weighting is static
features extracted by counting the number of self-matched
words in a sentence. In this way, word frequency information
in syntactic information is extracted. The word frequency
information extracted through static statistics is volatile, and
the precision has been significantly improved, but the recall
of the model is greatly reduced. The fused model improves
the instability of the static weighting method. Compared
with the static weighting, the recall of the fused model
is increased by 0.89%. Simultaneously, compared with the
dynamic weighting, the F1 score of the fused model is
increased by 0.18%, and recall is increased by 0.56%. We
conducted a series of trials in which the static statistical
method effectively extracts the word frequency features in
the self-matched words, improves the model’s performance,
and makes the model more generalized. Fig. 4 shows the F1
score of different models on the Resume dataset. From the
first 50 iterations, the F1 score of the DS-attention model
has a steady upward trend.

At the same time, we tested the accuracy of different
models on the Resume dataset. Accuracy on the Resume
dataset is shown in Table VIII. On the Resume test dataset,
the accuracy of using dynamic weighting reaches 97.62%,
which is 0.12% higher than the accuracy of using only static
weighting. The method of combining dynamic weighting and
static weighting has an accuracy of 97.78%, which is 0.16%
higher than the dynamic weighting method and 0.28% higher
than the dynamic weighting method.

Results of different baseline models on the Resume dataset
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TABLE VIII
ACCURACY ON RESUME

Models Accuracy
Character + Dynamic-features 97.62
Character + Static-features 97.50
DS-attention 97.78

TABLE IX
RESULTS OF DIFFERENT BASELINE MODELS ON RESUME

Models Precision | Recall F1
Bi-LSTM + CRF 87.95 90.43 | 89.17
DS-attention + Bi-LSTM + CRF 95.37 95.80 | 95.58
ID-CNN + CRF 90.09 93.13 | 91.58
DS-attention + ID-CNN + CRF 96.13 96.24 | 96.18
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are shown in Table IX. On the Resume dataset, the F1 score
of the Bi-LSTM baseline model was 89.17%. Based on the
Bi-LSTM model, the F1 score using the combination of
dynamic weighting and static weighting increased by 6.41%,
and the recall increased by 5.37%. The F1 score using the
ID-CNN model has achieved 91.58%. Based on the ID-
CNN model, the F1 score using the combination of dynamic
weighting and static weighting has increased by 4.6%, and
the recall increased by 3.11%. Fig. 5 shows the F1 score
of our models against the number of training iterations. In
the early stage of iteration, adding dynamic weighting and
static weighting methods has a more significant performance
improvement, and this method has excellent robustness.

3) OntoNotes 4: Results on the OntoNotes4 dataset are
shown in Table X. Based on the semi-supervised NER model,
the training data generated contains much noise. Wang et al.
proposed a factored probabilistic sequence model, which uses
bilingual corpus to improve the noise problem of training
data and enhance cross-language and intra-document consis-
tency. The experimental results show that the bilingual CRF
model performs better than the monolingual CRF model,
and the F1 score is 74.32%. Che et al. enhanced the entity
tag representation by Integer Linear Program, and the F1
score reached 75.02%. Yang et al. extracted neural features;
the F1 value reached 68.75%. Integrating neural features
and discrete indicator features, the F1 score of the model

TABLE X
RESULTS ON ONTONOTES 4

Models Precision | Recall F1
Wang et al. 2013 [43] 76.43 7232 | 74.32
Che et al. 2013 [44] 71.71 72.51 | 75.02
Yang et al. 2016 [45] 65.59 71.84 | 68.57
Yang et al. 2016* [45] 72.98 80.15 | 76.40
Lattice LSTM 2018 [23] 76.35 71.56 | 73.88
Character + Dynamic-features 77.23 70.49 | 73.71
Character + Static-features 76.84 7038 | 73.47
DS-attention 77.39 70.82 | 73.96

TABLE XI

RESULTS OF DIFFERENT BASELINE MODELS ON ONTONOTES 4

Models Precision | Recall F1
Bi-LSTM + CRF 77.21 64.33 | 70.18
DS-attention + Bi-LSTM + CRF 77.39 70.82 | 73.96
ID-CNN + CRF 78.18 66.35 | 71.78
DS-attention + ID-CNN + CRF 77.97 71.64 | 74.67

reached 76.40%. The F1 score of the DS-attention model
on the OntoNotes 4 dataset is 73.96%. The F1 score of the
bilingual corpus model of Wang et al. is 0.63% higher than
that of the DS-attention model. However, the bilingual corpus
model requires much bilingualism, and resource data costs
are high. The joint model of Yang et al. increases the F1 score
of the DS-attention model by 2.44%, but neural features and
discrete indicator features require many computing resources,
and the DS-attention model has a faster calculation speed.
On the OntoNotes 4 dataset, compared with the model using
dynamic weighting, the F1 score of the DS-attention model
increased by 0.25% and compared with the model using static
weighting, the F1 score of the DS-attention model increased
by 0.49%.

Results of different baseline model are shown in Table
XI. On the OntoNotes 4 dataset, the F1 score of the Bi-
LSTM baseline model was 70.18%. Based on BiLSTM, the
F1 score using the combination of dynamic weighting and
static weighting increased by 3.78%, and the recall increased
by 6.49%. The F1 score using the ID-CNN model has
achieved 71.78%. Based on ID-CNN, the F1 score using the
combination of dynamic weighting and static weighting has
increased by 4.6%, and the recall has increased by 2.89%.
Adding dynamic weighting and static weighting methods has
a more significant performance improvement, and the method
has better portability and robustness.

4) Weibo: Results on the Weibo dataset are shown in
Table XII. Peng 2015 used a jointly learn embedding tech-
nology to apply on the NER system, and the F1 score
reached 56.05%. Aiming at the frequent use of linguistic
features in NER tasks, Peng 2016 jointly trained word
segmentation and NER models, and the F1 score on the
Chinese social media dataset reached 58.99%. He 2017a
applied the semi-supervised learning model to the social
media field dataset, and the F1 score reached 84.82%. The F1
score of He 2017b’s cross-domain semi-supervised learning
method reached 58.23%. The F1 score of the DS-attention
on the Weibo dataset is 57.65%. The F1 score of the DS-
attention is 1.6% higher than the Peng and 2.38% higher
than the F1 score of the He2017a. Compared with the model
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TABLE XII
RESULTS ON WEIBO
Models Precision | Recall F1

Peng et al. 2015 [46] 51.96 61.05 56.05
Peng et al. 2016 [47] 55.28 62.97 | 58.99
He et al. 2017a [48] 50.60 59.32 | 54.82
He et al. 2017b [49] 54.50 62.17 | 58.23
Character + Dynamic-features 54.08 56.49 | 55.70
Character + Static-features 54.74 55.61 55.17
DS-attention 56.72 58.62 | 57.65

TABLE XIII

RESULTS OF DIFFERENT BASELINE MODELS ON WEIBO

Models Precision | Recall F1
Bi-LSTM + CRF 51.62 56.38 | 53.89
DS-attention + Bi-LSTM + CRF 56.72 58.62 | 57.65
ID-CNN + CRF 53.64 57.72 | 55.60
DS-attention + ID-CNN + CRF 55.94 60.31 | 58.04

using dynamic weighting on the Weibo dataset, the F1 score
of the DS-attention model is increased by 1.95%. Compared
with the model using static weighting, the F1 score of the
DS-attention model is increased by 2.48%; using matching
word features can significantly improve the performance of
social media NER tasks in vertical fields.

Results on Weibo dataset are shown in Table XIII. On the
Weibo dataset, the F1 score of the Bi-LSTM baseline model
reached 53.89%. Based on BiLSTM, the F1 value using
the combination of dynamic weighting and static weighting
increased by 3.76%, and the recall increased by 5.37%. The
F1 score using the ID-CNN model has achieved 55.60%.
Based on ID-CNN, the F1 score using the combination of
dynamic weighting and static weighting has increased by
2.44%, and the recall has increased by 2.56%.

V. CONCLUSION

We proposed a weighted method to solve the Chinese
NER task, in which the attention mechanism is used for
dynamic weighting, and the statistical word frequency is
used for static weighing. The experimental results show that
good results have been achieved in the MSRA dataset and
the Resume dataset. This method can effectively avoid the
shortcomings of character-based and word-based methods.
However, we have observed in experiments that this method
has two shortcomings: First, external dictionaries are limited
resources. Second, the model’s static weighting method does
not consider the boundary information of the self-matched
words, which will cause the problem of missing word bound-
ary information. In future work, we will optimize the model
for these two problems.
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