
 

 

Abstract— It is very important for various apps to cluster 

hashtags accurately. Some clustering methods depend on text 

properties. Since in social media there is complete freedom for 

users, there much spelling and grammar errors that might 

make dependence on lexical properties is useless. On the other 

hand, depending on the metadata of wordnet also affected by 

the users spelling and grammar errors. Hybrid methods might 

improve the accuracy of clustering for some extent. In this 

work, an un-supervised method for clustering hashtags based 

on text properties, semantic metadata, and power links is 

presented. The semantic method and lexical method will be 

combined in a strictly different way to produce a new hybrid 

method. The proposed hybrid method is supported through 

Power links to refine the clusters. The experiments proved that 

the proposed method outperforms each method individually 

and, also, outperform past hybrid methods. In all results, it is 

never happened that previous method achieved better results 

than the proposed method. 

 
Index Terms— Hashtag, Power Link, Semantic methods, 

Lexical methods, clustering, hybrid approach, wordnet, Social 

media. 
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I. INTRODUCTION 

LUSTERING can be defined as the process of grouping 

similar items in groups. The similarity measure is 

different from one method to another. The most famous 

similarity measure is the Euclidian distance [1 and 2]. 

Clustering is very important for many areas of research and 

applications. Clustering is one main task in artificial 

intelligence, data mining, image processing, and machine 

learning. There are many methods to achieve the clustering 

task. Among the clustering methods, the famous techniques 

are Hierarchical Clustering Techniques [3], the K-means 

Technique [4], the Fuzzy C-means Technique [5], the 

Gaussian Expectation-Maximization Technique [6 and 7], 

the K-harmonic Means Technique [8, 9 and 10], Non-

iterative Partitional technique [11] and Hybrid technique [4].  

Among these methods, the Hierarchical Clustering 

Technique is adopted in this work.  

A hashtag is a word, or a set of concatenating words 

prefixed by the symbol # to give the impact or related topic 

of the text message accompanying the hashtag [1]. 

Clustering of hashtags has a positive impact on real-world 

activities as it helps in improving the content rendering of 

timelines that appears for specific users. The methods of 

hashtag clustering can be categorized into two groups: 

lexical methods and metadata semantic clustering. The 

hybrid method combines the advantages of both the lexical 

method and the metadata semantic method. These methods 

are introduced in the related work section which explores 

some relevant work to the proposed method. 

The proposed method, in this work, develops a modified 

hybrid method. Instead of forming the similarity matrix by 

giving an equal weight to each method, the actual similarity 

value in the similarity matrix related to the method is used. 

Also, the modified hybrid algorithm performance is 

supported by the Power Link measure. In the related work, 

we will explore what we mean by a Power Link and its 

history. Through explaining the method description, we will 

show how the Power Link will be used to enhance the 

modified hybrid algorithm performance. The expected 

impact of the Power Link came from the co-occurrence 

relationships that Power Link calculates between two words, 

two tweets and two hashtags. The experiments show that a 

modified hybrid clustering algorithm could overcome the 

performance of the other algorithms in all experiments in 

average and in the most individual experiments. Since the 

Power Link is related to the lexical content of the tweets it 

was expected to enhance the performance of the lexical 
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algorithm more than its ability to enhance the semantic 

metadata algorithm. 

In section 2, the related work to the clustering methods and 

Power Links is presented. The details of the proposed and 

related methods are presented in section 3. Two types of 

experiments are presented in section 4. Gold standard test 

and pairwise disagreement test are used to evaluate the 

proposed method. Finally, the results are explored in section 

5. The conclusion and future work are presented in section 

6. 

II. RELATED WORK  

This section reviews related work to Power Links, 

methods of lexical clustering, metadata semantic clustering 

and hybrid clustering. 

A. Related work to Power Links 

Power Link is a quantitative approach that uses the 

normalized and co-occurrence frequencies as well as the 

relative locations between various successive terms through 

a document to compute the relation between two words and 

to reflect the distribution of a term that occurs in a document 

[12]. The high value of the Power Link measure between 

two terms indicates a strong relation between these terms.  If 

the value of the Power Link measure is low, the words in the 

text are not related to each other. The Power Link approach 

has various applications in different fields. In 2010, Rokaya 

and Atlam developed the Power Link approach as a field 

association tool, which uses the co-frequency and the 

distances of different incidence of words across the text to 

measure the association power relation between words in a 

document. The purpose of the Power Link algorithm is to 

determine and calculate the tendency of two words to occur 

together. Refining search engine results are one of the 

valuable applications that apply the Power Link approach. 

Rokaya developed an algorithm to enhance ranking of the 

results of search engines that use the Power Link approach 

[13 and 14]. This algorithm is based on the classification of 

terms in a certain field. Power Link was used in text 

summarization field as well. Rokaya presented an automatic 

method of summarization based on collocations and Power 

Link, which provides a custom summary based on users’ 

needs [15]. Rokaya, Nahla and Aljahdali proposed a 

dynamic field association terms method for automatic 

summarization and text extraction based on Field 

Association terms and Power Links [16]. Moreover, the 

application of the Power Link approach was integrated into 

dictionary field and can support several languages. Rokaya 

and Nahla introduced a Multi-languages dictionary based on 

the Power Links field association method, which improved 

the quality of field association terms (FATs) to expose 

everyday words in languages [17]. Furthermore, Rokaya and 

Aljahdali proposed a real word spell checker using Power 

Link approach [18]. In addition. The approach of Power 

Links was used to extract semantic information from Arabic 

text. In 2017, Rokaya and Ghiduk developed an Arabic 

ontology tool with the support of Power Link concept, 

where Power Links were used to generate automatic 

ontology based on the co-frequency and the terms’ dynamic 

distribution over a given text [21]. In 2016, researchers 

applied Power Link approach to extract patterns between 

terms in nutrition field by computing the link between two 

terms to find out how much they are related to each other 

and how often they occur together [22]. Rokaya [23] also 

proposed a new spam reduction method with the support of 

Power Link approach. This method was implemented to 

classify and detect the important and non-important emails. 

The results in that study showed that using Power Link 

approach generates improved spam reduction and more 

efficient classification for emails. Atlam et al., presented an 

approach using Power Link and co-word algorithms to 

improve the collocations by giving different weights to 

words in a document. This approach supports the application 

to achieve a 90% precision [24]. A considerable amount of 

research has been applied Power Links approach and it 

showed improvements over other Field Association 

methods. For the Power Link algorithm details we can refer 

to [12]. 

B. Related work to lexical clustering 

In lexical clustering of hashtags, the tweets are the source 

of hashtags features [52]. Most of the adopted lexical 

methods are getting the features from tweets by adding the 

related tweets to a specific hashtag into one document. This 

document is called the tweets bag.  This bag is represented 

as a vector space [26 and 33] which differs from one method 

to another depending on the co-occurrence of the hashtag 

senses in the same tweets [34 and 33]. The idea in lexical 

clustering depends on the fact that hashtags with a similar 

pattern of usage are semantically related. The temporal 

senses are derived from the content of the tweets not from 

the lexical pattern of the hashtag itself. Many works used the 

lexical clustering, for example, Wang et al. [36] used the co-

occurrence of the hashtags for the purpose of sentiment 

analysis purposes. Similarly depending on the graph theory 

to represent the co-occurrence relations between words on 

tweets, Teufland Kraxberger [37] used clustering for event 

detection purposes. For tweet search, Park and Shin [27] 

used the graph representation for searching similar tweets. 

Rosa et al. [32] and Bhulai et al. [28] used clustering 

depending on document bag to cluster a set of predefined 

topics. The interesting point in this work that they found that 

expanding the URL found in tweets affects the clustering 

performance in a negative way. Also, since the size of the 

document bag becomes very large for most of the hashtags, 

the clustering process based on the document bag becomes a 

challenging task [38]. Tsur et al. [30 and 31] and Muntean et 

al. [26] used the concept of virtual documents for the 

purpose of hashtags clustering. The virtual document was 

built by appending tweets that contain a specific hashtag in 

one document. Then these documents represented using a 

vector space model. By implementing the concept of a 

virtual document with weights, Feng et al. [39] presented a 

method for hashtags clustering. Costa et al. [29] 

implemented a clustering of hashtags as a tool to classify 

tweets. Two tweets are considered similar if they belong to 

two hashtags in the same cluster. 

C. Related work to Metadata based Semantic 

Clustering 

Clustering of hashtags creates a controlled usage of the 

hashtags that can improve the quality of semantics and 

increase the frequency of their usage [40]. The variations 
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resulting from the uncontrolled use of hashtags present a 

challenge to clustering of semantics [41,45].  One of the two 

main approaches for clustering hashtags on social media is 

semantic metadata approach. Semantic metadata is defined 

as the metadata that defines the value of data and the names 

of things that can be articulated to represent such value [46]. 

It identifies the lexical semantics of hashtags based on 

external resources that are separated from tweet texts [29, 

41-44]. Semantic metadata clustering is the ideal tool to 

convey information through social media [47]. For proper 

and effective performance of metadata-based method, 

hashtag quality and metadata quality factors play an 

important role in this approach. Javed and Lee [41] claim 

that metadata quality has a significant direct effect on the 

performance of this approach.  

The approach of metadata-based semantic clustering is 

currently considered a comparatively new research area 

despite the increase in metadata availability. Therefore, 

there are a few existing studies that adopted this approach in 

clustering hashtags on social media [41-43].  For instance, 

Vicient and Moreno [43] applied semantic metadata 

approach to clustering hashtags.  A metadata source 

proposed in their work used WordNet and Wikipedia to 

classify hashtag's lexical semantics. The proposed approach 

follows three phases, namely semantic grounding, 

construction of similarity matrix and semantic clustering 

[43]. In their work, clustering decisions are taken at the level 

of the word. The calculation of semantic similarity matrix 

was performed on the hashtags containing a minimum of 

one concept which presents a challenge of having incorrect 

clusters unless the similarity of concepts is found using the 

correct sense of the hashtag. To adjust on this, clustering is 

outlaid at the sense level. We should consider that similar 

words could have different meanings. Therefore, Javed and 

Lee [41 and 42] argue that clustering can be done based on 

the calculated similarity and correct senses or concepts.  In 

the work of Javed and Lee [41], the clustering of hashtags 

was made at sense level. They identified a hybrid approach 

that performs clustering through complementing the 

contextual and lexical semantics of a given hashtag. Their 

approach presents a method that depends on two primary 

algorithms joined by a consensus where the first algorithm 

focuses on lexical semantics of metadata while the second 

method focuses on contextual semantics from text. The two 

results are pooled in a consensus to prove the semantics 

used for hashtags clustering [41].  Moreover, another related 

work carried out by Costa et al. [29] addressed the 

classification of a hashtag-based tweet by using semantic 

metadata. They utilized a crowdsourcing platform in their 

work to provide metadata and classify the tweets based on 

the metadata.   

As it is evident above, metadata based semantic clustering 

is considered as an important resource that can be applied to 

resolve the limitation of lack of consistency in the data or 

the complexity of the challenge to be solved, and it has well 

proved to be working as applied [41-43]. 

  

D. Related work to Hybrid approach  

Despite there are some existing studies in the literature 

that apply separate algorithms for data analytic [48-54], 

other use a combination of multiple approaches within the 

same domain [46]. The primary objective of using hybrid 

methods is to produce noticeable accurate findings 

belonging to accuracy and performance speed which could 

not be generated using a single method. For example, the 

author in [46] uses hybrid approaches of bio-inspired to 

identify spam profiles of twitter. Another work presented in 

[44] in which a hybrid algorithmic approach based on Naïve 

Bayes and Random Forest is applied on Twitter datasets. 

The produced findings indicate that both accuracy and 

efficiency factors were improved using the hybrid approach 

compared to the Naïve Bayes classifier algorithm when 

applied separately. Although, there are a number of 

available approaches based on textual and lexical conducted 

by researchers, a combination of these two methods is 

introduced recently and has not received much study in the 

literature [41]. For instance, Javed and Lee [41] use a hybrid 

semantic clustering algorithm where the lexical and 

contextual semantics of a hashtag is used to create accurate 

clusters of input data. Their results demonstrated that the 

hybrid algorithm performs better than both the text-based 

and the metadata-based algorithms alone. The Method  

The proposed algorithm in this work depends on sematic 

clustering, lexical clustering, hybrid clustering and Power 

Links. This section introduces the details of each individual 

algorithms and how these methods are combined as a full 

clustering method. 

A. Clustering based on semantic metadata 

Our proposed clustering method for hashtags depends on 

Wordnet and Wikipedia information related to the hashtag 

name [41]. Fig. 1 summarizes the main steps of the 

algorithm, which can be divided into three steps as follows: 

 
Fig. 1.  Semantic Clustering Algorithm 
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a. Finding the senses. 

Suppose we have a set   of hashtags, for each hashtag   

we find the senses related to   as follows: 

i) If there are senses in WordNet corresponding to  , 

these senses are retrieved and listed in a set    (hashtag 

senses set). If    is empty go to step ii. 

ii)  If there are no senses corresponding to   and   can 

be divided into multiple words, we drop the rightmost word 

and go to step i till all words that form   are exhausted and 

return   . If    is still empty, go to step iii 

iii) Look in Wikipedia, if a topic related to   is found, 

find all auxiliary topics and retrieve the nouns in the title of 

these topics. For each noun, retrieve the senses from 

WordNet and append them to   . 
iv) If   is still empty drop   itself from further 

calculations. 

b. Finding the similarity matrix. 

After dropping the hashtags with empty senses sets, the 

set of hashtags   is divided into two sets     and    .     
contains all hashtags with non-empty senses sets and     is 

the set of hashtags with empty senses set. The similarity 

between each two hashtags    and    is defined as the max 

sense similarity between pairs of senses, one from the senses 

set    of    and one from the senses set     of   . Let    

from the senses set of    and    from the senses set of    

that corresponding to the max sense similarity between    
and    a list called similarity list       can be defined as  

                                  and   carry over 

all hashtags in   . 
c. Clustering:  

i. We form the similarity matrix    between 

hashtags based on the similarity list       as follows: let 

                  be the set of all differences, the 

dimension of the similarity matrix    is     the value 

element        =            if                         

       for some hashtags    and    in   , otherwise, 

        is set to be zero.  

ii. Perform hierarchical clustering of the   using the 

similarity matrix    and extract the flat clusters using a 

given threshold.  

B. Clustering based on text properties.  

Fig. 2 shows the basic step of clustering based on textual 

properties; these steps can be explained as follows: 

a. Hashtag document: For each blog    that 

references a hashtag    append    to the hashtag document 

   of   . If    references two different hashtags    and   , 

then    will be appended to both    and   . 

b. Preprocessing step: A spelling checker will be 

applied to correct the misspelled words. If there is no 

possible correction, the word will be added to the current 

dictionary. All stop words are deleted. Here a stop word is 

any word that appears in the majority of the blogs. 

Controlling the term majority to be a variable percent   . 

Also, a word will be replaced by its stem if we can get the 

corresponding, otherwise the word will be replaced by itself. 

c.  Vectorizing: All unique words in all hashtag’s 

documents are extracted and sorted. Let   be the number of 

unique words. For each hashtag    a vector     is initialized 

to be   zeros,              in   , where       is the 

frequency of    in the document    

d. The similarity matrix    between hashtags is 

calculated based on the cosine between the corresponding 

hashtag vectors. 

                        

Clustering: Perform hierarchical clustering of   using 

the similarity matrix    and extract the flat clusters using a 

given threshold 

C. Hybrid Approach 

Semantic methods are affected by the formality of 

WordNet, and Wikipedia. In many cases, the users in their 

writing are very far from this formality and hence the target 

hashtag might be clustered in the wrong place. From the 

other hand, the informality, and the great freedom of users 

in writing their blogs might mislead the clustering process 

since the user made many mistakes that might lead to the 

wrong correction or the wrong stem and hence to the wrong 

cluster. To reduce the side effects of each method categories 

[41] proposed a hybrid method. This method will be adopted 

with some modifications. The original method gave an 

equivalent weight to both methods. In our proposed method, 

a weight is given for each method based on the distance 

between the hashtag and the center of the cluster. The steps 

below and Fig. 3 explain the detail of the algorithm. 

 
Fig. 2.  Lexical clustering algorithm 
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a. Sematic Clustering: Perform semantic clustering to 

the set   to get the ground base hashtag set    and the sets 

of flat clusters CSH. 

b. Lexical Clustering: Perform a lexical clustering to 

the set    and retrieve the set of flat clusters CLH 

c. Hybrid similarity matrix: Initiate the similarity 

matrix    to be zeros. The dimension of    is          . 
If the cluster of the hashtags    and    based semantic 

clustering is the same cluster then the corresponding 

element         is increased by           and if the 

cluster of the hashtags   and   based on the lexical cluster is 

the same cluster then the corresponding element         is 

increased by          . So, instead of adding 0.5 

corresponding to each algorithm, weighted values based on 

the original similarity matrices are added. It is clear if 

neither sematic algorithm nor the lexical algorithm mapped 

  and    to the same cluster then the value of         is set 

to zero. 

Hybrid clustering: Perform hierarchical clustering of the 

   using the similarity matrix    and extract the flat 

clusters using a given threshold. 

D. Power Links  

For two words    and   , the Power Link           is 

given by the number of blogs where     and    appeared 

together divided by the total number of blogs in a given 

corpus. 

                      

Where,           is the number of blogs that each of 

them contains    and    and   is the number of blogs. For 

all words in a corpus, the Power Link matrix is defined as 

                 

For each blog   a Power Link vector    is defined as  

       

          

 
                       

                                             

  

, 

Where, n is the total number of words in the current 

corpus,            . 

Suppose the number of blogs is N, 

                   is an ordered tuple of all blogs. 

 
Fig. 3.  Hybrid Clustering Algorithm. 

For each hashtag   , a Power Link vector     is defined 

as  

      

  

        

 
                                           

                                                              

  

Where            

Now, each hashtag    is represented by a vector     and 

it is possible to calculate the Euclidian distance between the 

vectors    s. 

Consider that we have   clusters and suppose a given 

hashtag    belongs to    cluster, the distance between 

hashtag     and a cluster    is average distance between the 

vector     corresponding to the hashtag    and all vectors 

corresponding to the hashtags in   , if the distance between 

   and    is less than the distance of    and other clusters, 

then    will immigrate from    to   . This process is called 

refining clusters based on Power Links.  

The method keeps track of the original cluster    of each 

hashtag till all hashtags are reallocated in their proper 

cluster. This process can be applied recursively on the 

output cluster sets till the output becomes identical to the 

input. Fig. 4 explains the steps of refining based on Power 

Links. 

 
Fig. 4.  Clustering based on power link metric. 

E. Full clustering Method  

Fig. 5 summarizes the steps of the full clustering method. 

The method works in three subsequent stages. First the 

clusters are defined based on semantic metadata method, 

followed by redefining the clusters based on the lexical 

method. Then, the modified hybrid method is used to 

combine the results of the semantic method and the lexical. 

Finally, the Power Link metric will be used to redistribute 

the hashtags based on the power link relationship of words 

in all blogs.  

To illustrate how the modified hybrid clustering algorithm 

and the power link works, we will use a dummy example 

with artificial values. 
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Fig. 5.  Steps of full clustering method 

 

Suppose that we have 8 hashtags #h1, #h2, ..., #h8. Based 

on the Semantic metadata clustering algorithm     and     

has no senses and therefore will not be considered for 

further calculations in semantic metadata clustering or 

lexical clustering. Suppose that the similarity matrix    of 

these hashtags is given by table I. 

This matrix can be explained using a non-directed graph 

as shown in Fig. 6. Each vertex represents a hashtag, and 

each edge represents the similarity between the hashtags 

connected using the edge. 

We used a distance measure between any two hashtags to 

be 1-similarity. In other words, if we have two hashtags 

      and the similarity between       is           then 

the distance between       is                     . 
 

TABLE I 

 DUMMY EXAMPLE FOR THE HYBRID SIMILARITY    MATRIX 

                         

    XXX 0.875 0.745 0.234 0.112 0.456 

    0.875 XXX 0.744 0.122 0.145 0.455 

    0.745 0.744 XXX 0.00 0.00 0.313 

    0.234 0.122 0.00 XXX 0.677 0.888 

    0.112 0.145 0.00 0.677 XXX 0.698 

    0.456 0.455 0.313 0.888 0.698 XXX 
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Using this measure, we can get the flat clusters for a given 

distance threshold    . For example, if              , it is 

clearly that the clusters will be          ,      , 
          and      . However, if we considered more 

relaxed distance for example              then we get two 

clusters, namely,                  and    
             . Applying the Power Link clustering 

algorithm can refine the clusters distribution and can map 

the hashtags that are removed by semantic metadata 

clustering method to their proper cluster. Here, considering 

the relaxed distance               the Power link will 

modify the clusters to be                       and 
              . The Power Links moved the hashtag     

from    to    and also mapped     to   , and     to   . 

This example illustrates the effect of Power Links in 

distributing the deleted hashtags     to their proper clusters 

and in redistributing the clustered hashtags in the set   , 
hopefully to get a better clustering. 

 

III. EXPERIMENTS  

The target of the experiments is to compare the 

performance of the modified hybrid algorithm enhanced by 

the Power Links to the base (semantic metadata and lexical) 

clustering algorithms as well as the hybrid clustering 

algorithm proposed by [41]. Two types of tests will be used: 

“gold standard test” and “pairwise disagreement test”. Each 

test will be used with different sets of experiments. The goal 

of these experiments is to test the performance of the 

proposed modified hybrid algorithm in different situations 

that affect the performance of the base algorithms. In the 

gold standard test, a set of clusters will be used to represent 

the truth set. 

C. Data sets  

To reflect the differences between the two base 

algorithms, two data sets are collected. The first data set is 

collected manually from specific domains (5 domains: 

Education, Policy, Medicine, Economy and Elections). 

These domains are clear, and the language used in these 

domains tends to be formal and respects the syntax and 

grammar rules. The second data set is collected randomly 

from Twitter API during the period from February 2018 till 

February 2019. Table II shows the number of tweets for 

each data set and the corresponding number of hashtags. It is 

expected that the lexical clustering algorithm will give better 

results in the first data set since the used terms tends to give 

the real relation between the hashtag and the written words. 

On the other hand, the random data set was chosen based on 

unbaised scale and this enabled covering many topics more 

than the first data set. However, the random data set 

contains many more unformal tweets and the lexical relation 

between the hashtag and the terms contained in the tweets 

seems to be strong enough to reflect a correct relation 

between the hashtags and the tweets that contain the 

hashtags. The above discussion shows the contrast between 

the two data sets and gives a good base to test the modified 

hybrid clustering algorithm.  

 
TABLE II  

THE NUMBER OF TWEETS FOR EACH DATA SET AND THE CORRESPONDING 

NUMBER OF HASHTAGS 

Data Set Number of tweets Number of 

hashtags 

Manual Data Set 

(MDS) 

9873 1465 

Random Data Set 

(RDS) 

68521341 214569 

 

D. Parameters 

We need to set two types of parameters. The distance 

measure for hierarchy clustering and the threshold to choose 

the flat clusters. The approach here is to use a gradually 

incremented threshold that begins with 0.2 and gradually 

incremented by 0.05 in each iteration. The value that gives 

the best results will be considered. F-measure is used to 

evaluate the performance of all algorithms results. 

 

 
Fig. 6.  Non-directed graph of the hybrid similarity     matrix of the dummy example

        

    

        

    

0.875 

0.4

56 
0.7

44 

0.0

0 

0.677 

0.6

98 

0.455 

0.1

45 

0.1

22 

0.745 

0.1

12 

0.234 

0.313 

0.888 

0.00 

IAENG International Journal of Computer Science, 48:3, IJCS_48_3_30

Volume 48, Issue 3: September 2021

 
______________________________________________________________________________________ 



 

E. Platform 

Python language is used to implement the algorithms. All 

programs were run on a computer with windows 10 

operating system, Intel® Core™ i7-7700HQ CPU@ 2.8 

GHZ and 16 GB DDR memory. 

F. Experiments for gold standard test 

To form the ground truth sets, we followed the following 

steps as [41] 

Two groups of ground truth are formed, the random 

ground truth sets (RGT), and the manual ground truth sets 

(MRT). To build the ground truth sets RGT, we apply the 

following steps: 

 From the random set about 3.0 million tweets were 

randomly chosen. The number of hashtags that each of them 

appeared in more than 20 tweets is 1245.  

 Approximately 50 hashtags are chosen based on 

their lexical properties to form the ground truth cluster 

RGT1. This process is repeated 3 times to choose the ground 

clusters RGT2, RGT3 and RGT4. The theme of each ground 

truth cluster is independently generated. Around 200 

hundred hashtags clustered into 4 random ground truth 

clusters. 

 From the manual tweet set, depending on the 

semantic properties, 300 hashtags are extracted from 1465 

hashtags and classified into 20 clusters 

 
Fig. 7(a).  Distribution of hashtags over different domains in the first 

random ground truth set (RGT1) 

 

 
Fig. 7(b).  Distribution of hashtags over different domains in the 

second random ground truth set (RGT2) 

 

 
Fig. 7(c).  Distribution of hashtags over different domains in the third 

random ground truth set (RGT3) 

 

 
Fig. 7(d).  Distribution of hashtags over different domains in the fourth 

random ground truth set (RGT4) 

 

 
Fig. 7(e).  Distribution of hashtags over different domains in the first 

manual ground truth set (MGT1) 

 

 
Fig. 7(f).  Distribution of hashtags over different domains in the second 

manual ground truth set (MGT2) 

 

 
Fig. 7(g).  Distribution of hashtags over different domains in the third 

manual ground truth set (MGT3) 

 

 
Fig. 7(h).  Distribution of hashtags over different domains in the fourth 

manual ground truth set (MGT4) 

 

Fig. 7.  Distribution of the size of clusters in Random and Manual 

ground trust clusters 
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Fig. 8.  Combined distribution of all hashtags in all manual and random ground truth sets (MRGT)

 
TABLE III.  

PROFILES OF THE GROUND TRUTH CLUSTER SETS 

Name No of 

Hashtags 

Source Min no. of 

tweets 

RGT1 50 Random 20 

RGT2 50 Random 20 

RGT3 50 Random 20 

RGT4 50 Random 20 

MGT1 50 Manual 20 

MGT2 50 Manual 20 

MGT3 50 Manual 20 

MGT4 50 Manual 20 

MRGT 400 Random   

Manual 

Total of 

Random 

and 

Manual 

min tweets 

 

 From these 20 clusters, one cluster was randomly 

chosen then another one was chosen and merged with the 

first one. The loop of choosing a cluster then merging it with 

the previous picked clusters is repeated until the total 

number of hashtags in the resulting set become around 50. 

The resulting set was given the name MGR1. The pervious 

step was repeated to form the trust ground clusters MG2, 

MG3 and MG4 

 The themes of all ground trust sets were produced 

independently based on the work of 4 different people. 

 All random ground clusters and manual ground 

clusters were merged to produce an additional ground 

cluster set MRGT. 

Fig. 7, Fig. 8 and Table III summarizes the distributions 

of clusters and the themes of each ground trust clusters 

including the combined manual and random ground trust 

MRGT cluster. 

 

E. Experiments for pairwise disagreement test 

To test a huge number of hashtags (Large scale 

evaluation) it will be infeasible to use ground trust sets. The 

infeasibility is due to the burden of the required manual 

work. To overcome the overhead of the manual work 

pairwise disagreement test is used. We will use the 

disagreement to compare the performance of the modified 

hybrid clustering algorithm supported by the Power Link in 

contrast with the original hybrid clustering algorithm and 

the modified hybrid clustering algorithm. The pairwise 

disagreement test gives the ability for an algorithm to guess 

the right decision in contrast of the two other algorithms. 

The aim here is to evaluate the effect of Power Links on the 

modified clustering algorithm, and we need to check to what 

extent it will affect the performance of the modified 

algorithm in contrast with the performance of the hybrid 

algorithm. 

The data in Table IV and Table V show that many 

clusters contain very few numbers of hashtags, in many 

cases one or two. This means that we have a small 

granularity level, so the chance that two different clusters 

will be allocated in the same cluster is very low. In other 

words, the chance that any two clusters will be clustered into 

two different clusters is very high. So, it seems that the 

probability that all algorithms will classify any two hashtags 

to different clusters is high. 

Based on this fact, we will check the disagreement 

between different algorithms to classify hashtags to different 

clusters. In fact, we have two cases of disagreement: 

1- Each of the hybrid and modified hybrid algorithms 

classify two hashtags to one cluster, while the modified 

algorithms supported by the Power link classifies the two 

hashtags to different clusters. 

 
TABLE IV.  

CLUSTERS PROFILE FOR CONTROLLED DATA SET 

 Number of clusters per size range 

 >=100 50-99 20-49 10-19 5-9 1-4 

Lexical 0 0 67 111 73 1325 

Semantic Metadata 0 16 81 74 92 1942 

Hybrid 3 6 73 238 201 1658 

Modified Hybrid 4 7 23 251 78 1458 

Modified Hybrid and 

Power Links 

1 5 51 189 194 1788 
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TABLE V.  

CLUSTERS PROFILE FOR UNCONTROLLED DATA SET 

 Number of clusters per size range 

 >=100 50-99 20-49 10-19 5-9 1-4 

Lexical 1 14 20 99 250 1451 

Semantic Metadata 3 10 69 89 149 1125 

Hybrid 0 6 48 125 211 1891 

Modified Hybrid 4 3 66 109 189 1521 

Modified Hybrid and 

Power Links 

0 5 48 143 56 1753 

 

2- Each of the hybrid and modified hybrid algorithms 

classify the two hashtags to different clusters, while the 

modified algorithms supported by the Power link classifies 

the two hashtags to one cluster. 

The word “two clusters are in one cluster” means that 

there is at least one cluster that contains the two hashtags. 

The word “two clusters are in two different clusters” means 

that there is no cluster that contains the two hashtags at the 

same time. This reflects the fact that the clusters are 

overlapping. 

The experiments are set as follows: 

Having two types of data sets; the controlled data set and 

the uncontrolled data sets. A controlled data set was formed 

by using all hashtags in the manual data set. The 

uncontrolled data set was formed by extracting 2000 

hashtags randomly based on the timestamp randomly. To 

evaluate the performance of the modified hybrid algorithm 

supported by the Power Links, 100 pairs of hashtags are 

extracted manually from the controlled and from the 

uncontrolled sets in each case. These pairs are evaluated 

manually based on the tweets meaning to check whether 

each pair should be in one cluster or to be in two different 

clusters. The parameters in this group of experiments are set 

to be the same as the best values that we got during the 

golden standard experiments.

IV. RESULTS 

For evaluation purpose, F measure is used. Maximum 

score F(FMAX) and average FAVG of FMAX for all 

ground trust sets is used. For a given set of clusters  , the 

FMAX of a member    in the set of ground trust sets   is 

given by: 

                       
    

The average FAVG of the F measure accuracy between 

the trust set   and an output clusters   is given by: 

          
                    

         
 

Fig. 9 and Fig. 10 show the weighted average FAVG and 

the results of pairwise FMAX for the ground trust sets 

corresponding to the two base algorithms (Lexical and 

metadata semantic), hybrid, modified hybrid, and modified 

hybrid enhanced with Power Links clustering methods.

  

 

 
Fig. 9.  The weighted average FAVG of F measure for the ground trust sets corresponding to the two base algorithms (Lexical and metadata semantic), 

hybrid, modified hybrid and modified hybrid enhanced with Power Links clustering methods. 
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Fig. 10(a).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (RGT1) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods 

 

 
Fig. 10(b).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (RGT2) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 

 

 
Fig.  10(c).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (RGT3) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 

 

 
Fig. 10(d).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (RGT4) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 

 
Fig. 10(e).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (MGT1) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 

 

 
Fig. 10(f).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (MGT2) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 

 

 
Fig. 10(g).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (MGT3) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 

 

 
Fig. 10(h).  The results of pairwise Maximum score F (FMAX) for the 

ground trust set (MGT4) corresponding to the two base algorithms (Lexical 

and metadata semantic), hybrid, modified hybrid and modified hybrid 

enhanced with Power Links clustering methods. 
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Fig. 10 (i).  The results of pairwise Maximum score F (FMAX) for the combined ground trust set (MRGT) corresponding to the two base algorithms 

(Lexical and metadata semantic), hybrid, modified hybrid and modified hybrid enhanced with Power Links clustering methods. 

 
 

Fig. 10.  The results of pairwise Maximum score F (FMAX) for the ground trust sets corresponding to the two base algorithms (Lexical and metadata 

semantic), hybrid, modified hybrid and modified hybrid enhanced with Power Links clustering methods.  

 

 

The results show that the hybrid clustering method 

performed better than the two bases clustering algorithms in 

most of the above results.  

 

Also, the modified hybrid clustering method 

outperformed the hybrid method in most cases and the 

modified clustering enhanced with power link clustering 

method succeeded to outperform all other clustering 

methods in most cases. From Fig. 9, FAVG values show 

that, in average, the best algorithm is the modified hybrid 

algorithm enhanced with the Power Links which produces 

the best results. 

If we looked in detail for the random ground trust sets 

RGTs in Fig. 10, the hybrid algorithm outperformed the 

base algorithms in 9 cases out of twenty cases. Even in the 

cases when one of the base algorithms outperform the 

hybrid algorithm, the performance of the hybrid algorithm is 

equal to or differs by a minor margin from the higher 

algorithm. On the other hand, the modified hybrid algorithm 

outperformed the hybrid algorithm in 13 out of 20 cases. 

Also, supporting the modified algorithm with the Power 

Links helped to enable the modified hybrid algorithm to 

outperform the hybrid algorithm in 15 out of 20 cases. 

For the manual ground trust sets MGTs, in Fig. 10, the 

hybrid algorithm outperformed the base algorithms in 11 out 

of 20 cases. Even in the other 9 cases, the hybrid algorithm 

performance was very near the higher base algorithm. On 

the other hand, the modified hybrid algorithm outperformed 

the hybrid algorithm in 15 out of 20 cases and the Power 

Links helped the modified hybrid algorithm to outperform 

the hybrid algorithm in 16 out of 20 cases. 

For the combined manual and random ground trust set, 

the hybrid algorithm outperformed the base algorithms in 12 

out of 18 cases. Also, the modified hybrid algorithm 

outperformed the hybrid algorithm in 13 out of 18 cases and 

the Power Link helped the modified algorithm to outperform 

the hybrid algorithm in 10 out of 18 cases. So, in most cases, 

the modified hybrid algorithm outperformed the hybrid 

algorithm or gave a very near performance from the hybrid 

algorithm in most cases.  

The lexical algorithm outperformed the metadata 

semantic algorithm in most cases (16 out of 20) in the 

random ground trust sets RGTs. On the other hand, the 

metadata semantic algorithm outperformed the lexical 

algorithm in all cases for the manual ground trust sets 

MGTs. For the combined trust set MRGT, the lexical 

algorithm outperformed the semantic algorithm in 4 out of 

18 cases which means that the semantic metadata algorithm 

outperformed the lexical algorithm in most of the cases. [41] 

explained why the lexical algorithm outperformed the 

semantic metadata algorithm in the random trust sets to the 

lexical structure of the tweets contains a given hashtag. 

Since the hashtag to be considered must appear in more than 

20 tweets in the random sets and relaxing this condition for 

the manual sets. In our experiments, we restricted the 

condition in both manual and random sets; however, we still 

found that the lexical outperforms the semantic metadata in 

the random sets and conversely the semantic metadata 

outperforms the lexical method in the manual sets and the 

combined sets. This clearly due to the formal language used 

in the manual sets, since they are written by specialist who 

write specific and related tweets to the topic of the hashtags. 

On the other hand, the random sets contain many informal 

languages, and in many cases, there is no clear relation 

between the written tweet and the expected topic of the 

hashtag. In addition, there is  great freedom in using the 

words without considering any syntax or grammar rules. 

 
TABLE VI.  

PAIRWISE DISAGREEMENT TEST RESULTS FROM THE CONTROLLED DATASET. 

Method Case No. of 

instances 

No. of 

Modified Hybrid 

and Power Links 

Correct 

Hybrid 

algorithm 

Case1 16124 

95/100=95% 

 Case2 2314 96/100=96% 

Modified 

Hybrid 

Algorithm 

Case1 11156 

90/100=90% 

 Case2 1256 91/100=91% 
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Table VI and Table VII represent the results of the gold. 

These results show that the modified hybrid algorithm 

supported by the Power Links was able to give the correct 

decision in average 93 % for the uncontrolled set and 97 % 

in the case for the controlled data set. This explains that the 

proposed algorithm gave promising results. 
 

 

TABLE VII.  

PAIRWISE DISAGREEMENT TEST RESULTS FROM THE UNCONTROLLED 

DATASET. 

Method Case No. of 

instances 

No. of Modified 

Hybrid and Power 

Links Correct 

Hybrid 

algorithm 

Case1 819 

100/100=100% 

 Case2 256 99/100=99% 

Modified 

Hybrid 

Algorithm 

Case1 55624 

94/100=94% 

 Case2 953 95/100=94% 

To give a near insight of the effect of  using the hybrid 

modified clustering algorithm, we choose one important 

example. In this example, we will show that the modified 

hybrid algorithm supported with the power link 

enhancement makes the right decision. In this example the 

algorithm will beat the Lexical clustering and the semantic 

meta data clustering algorithm. 

Example: This example, explores the hashtag 

#digitalhealth. This hashtag consists of two terms “digital” 

and “health”. The hashtag #digitalhealth might belong to 

different domains, computer or health. Based on the three 

algorithms, the resulting group that contains this hashtag for 

each algorithm are as follows.  

• Lexical algorithm list: {#digitalhealth, #BCSM, 

#MedEd, #HCLDR, #HITsm, #hpm, #LCSM, #BTSM, 

#hcsmSA, #JACR, #NephJC, #ASEchoJC, #SPSM, 

#NurChat, #KareoChat, #EofL, #Path2Path, 

#LaMPSCymru, #HealthyMindChat, #PubertyEndoChat, 

#JJDiabetesInst, #HIC18, #abimf2018, #ANMS18, 

#WE2012, #MOGA18, #AFibPatient18, #AAFPNC, 

#AAPM2018, #AANAM, #PHASA2018, #OchreDay2018, 

#BCVS18, #JergeDental, #47MillerMed, #ASH17, 

#OW2018, #MonitoreoHem2018, #OCEIONonClinModels, 

#MEWomenshealth, #EAHM2018, #BCSM, #Lyphoma, 

#BTSM, #pwme, #ChildhoodCancer, 

#hidradenitissuppurativa, #ProstateCancer, #OVCA, #AFib, 

#Migraine, #SpinalCordInjury, #ColonCancer, #Diabetes, 

#Parkinsons, #colds, #HipDysplasia, #iamabariatricpatient, 

#BoxonslaSEP, #digitalhealth, #vacunas, #hcsm, #NNM, 

#massagetherapy, #PlasticSurgery, #skincare, #Cytopath, 

#pharma, #SelfCare, #homecare, #KeepTalkingMH, 

#pharmacy, #doctors, #computerscience #software 

#programming #pcgaming }  

•  Semantic Metadata: {#digitalhealth, #homecare, 

#SelfCare, #computerscience, #software, #programming 

#pcgaming, #windows, #coding, #computers, 

#PlasticSurgery, #skincare, #Cytopath, #pharma, #NurChat, 

#KareoChat, #EofL, #Path2Path, #LaMPSCymru, 

#HealthyMindChat, #PubertyEndoChat, #JJDiabetesInst, 

#abimf2018, #JergeDental, #47MillerMed, 

#MonitoreoHem2018, #OCEIONonClinModels}  

• Modified Hybrid Algorithm: {#digitalhealth, 

#computers, #SpinalCordInjury, #ColonCancer, #Diabetes, 

#Parkinsons, #colds, #HSDD, #HipDysplasia, 

#iamabariatricpatient, #BoxonslaSEP, #digitalhealth, 

#hcsmeu, #vacunas, #hcsm, #NNM, #massagetherapy, 

#PlasticSurgery, #skincare, #Cytopath, #pharma, #SelfCare, 

#homecare, }. 

 We note that the semantic metadata failed to distinguish 

between the domain of the computer and the domain of 

health and tends to collect hashtags from on the domain in 

one category based on their appearance. The lexical 

clustering algorithm succeeded in performing a better 

clustering since most of the hashtags come from the health 

domain but the set still contains many hashtags from the 

computer field. The modified clustering algorithm put the 

hashtag #digitalhealth in a set where all hashtags belong to 

the health domain except the hashtag #computers. The 

semantic algorithm based heavily on breaking the hashtag to 

its individual terms then search for the related hashtags for 

each term. Lexical approach depends on the content of the 

related blogs and since most of the blogs that contain the 

hashtag #digitalhealth come from the health domain and 

also contain some hashtags from the computer domain, the 

algorithm clustered the hashtag #digitalhealth in a set with a 

majority of hashtags from the health domain. The Power 

Link measure helped the hybrid algorithm to exclude many 

of the hashtags that belong to the computer domain and 

added other hashtags from the health domain based on the 

co-occurrence properties. This explains why the modified 

hybrid algorithm can outperform the primary algorithms.  

V. CONCLUSION 

In this paper, we explored the problem of clustering 

hashtags. Based on two traditional lexical and metadata 

semantic clustering algorithms, a hybrid algorithm combines 

the advantages of the two base algorithms to produce a 

better clustering. Our work focused on improving the hybrid 

algorithm by considering the real values of similarity 

provided by the two base algorithms to build a new 

similarity matrix. The proposed modified hybrid algorithm 

overcomes the drawbacks of the hybrid algorithm as well as 

the two base algorithms in the average evaluation and in 

many cases with respect to the random data sets and the 

manually extracted data sets. The modified hybrid algorithm 

was enhanced by the Power Links. Power Links made use of 

co-occurrence to define a link between hashtags and these 

links were used to define a metric measure. This metric 

measure was used to refine the clusters produced by the 

modified hybrid algorithm. The results show that the Power 

Links metric was able to improve the performance of the 

modified hybrid algorithm by a significant value. Future 

work will concentrate on enhancing the base algorithms 

with a new source for semantic metadata clustering like 

google new tools. Also, a specialized languages processor to 

detect the language of related tweets related to the hashtags 

and choose a specific pre-processing manner suitable for 

different languages to extend the approach for different 

languages from English and Multilanguage tweets. 

Moreover, the method can imbed into applications to 

enhance the power of these applications by knowing the 

clusters and related topics to different tweets. 
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