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Abstract—Further properties of falling UP-ideals are consid-
ered. The concepts of a falling UP-filter and a I-fuzzy filter
are presented, and many characteristics are examined. The
relationship between the falling UP-filter and the falling UP-
ideal is established, and it is demonstrated that the falling UP-
filter is a generalization of the fuzzy UP-filter. The concept
of falling inference relations is applied to UP-algebras, and a
related result is obtained.

Index Terms—UP-ideal, UP-filter, falling UP-ideal, falling
UP-filter, I-fuzzy filter.

I. INTRODUCTION

WANG and Sanchez [1] proposed the idea of falling
shadows, which connects probability notions to the

membership function of fuzzy sets directly. Wang [2] for-
mulates the mathematical structure of the theory of falling
shadows. On the basis of the idea of falling shadows, Tan
et al. [3], [4] developed a theoretical method to construct a
fuzzy inference relation and fuzzy set operations. The notion
of falling shadows was used by Jun and Kang [5] to analyze
positive implicative ideals of BCK-algebras. Iampan [6]
introduced a new algebraic structure called UP-algebras, and
investigated several properties. Based on the notion of falling
shadows, Jun et al. [7] developed a theoretical approach
for defining fuzzy UP-subalgebras and fuzzy UP-ideals in
a UP-algebra. They provided relations between falling UP-
subalgebras and falling UP-ideals. They also looked at the
relationships between fuzzy UP-subalgebras (resp., fuzzy
UP-ideals) and falling UP-subalgebras (resp., falling UP-
ideals), as well as a number other characteristics.

The idea of falling shadows as applied to UP-filters is
discussed in this paper. We first investigate some properties
of falling UP-ideals. We define falling UP-filter and I-fuzzy
filter, and investigate several properties. We establish the
relation between falling UP-filter and falling UP-ideal. We
show that falling UP-filter is a generalization of fuzzy UP-
filter. The idea of falling inference relations is applied to
UP-algebras, and a related consequence is obtained.

II. PRELIMINARIES

An algebra X = (X, ·, 0) of type (2, 0) is called a UP-
algebra (see [6]) it fulfills the following requirements.

(∀x, y, z ∈ X)((y · z) · ((x · y) · (x · z)) = 0), (1)
(∀x ∈ X)(0 · x = x), (2)
(∀x ∈ X)(x · 0 = 0), (3)
(∀x, y ∈ X)(x · y = 0 = y · x ⇒ x = y). (4)
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The following statements are true in a UP-algebra X (see
[6], [8]).

(∀x ∈ X)(x · x = 0), (5)
(∀x, y, z ∈ X)(x · y = 0, y · z = 0 ⇒ x · z = 0), (6)
(∀x, y ∈ X)(x · y = 0 ⇒ (z · x) · (z · y) = 0), (7)
(∀x, y ∈ X)(x · y = 0 ⇒ (y · z) · (x · z) = 0), (8)
(∀x, y ∈ X)(x · (y · x) = 0, in particular, (9)
(y · z) · (x · (y · z)) = 0)
(∀x, y ∈ X)((y · x) · x = 0 ⇔ x = y · x), (10)
(∀x, y ∈ X)(x · (y · y) = 0), (11)
(∀a, x, y, z ∈ X)((x · (y · z)) · (x · ((a · y) · (a · z))) = 0),

(12)
(∀a, x, y, z ∈ X)((((a · x) · (a · y)) · z) · ((x · y) · z) = 0),

(13)
(∀x, y, z ∈ X)(((x · y) · z) · (y · z) = 0), (14)
(∀x, y, z ∈ X)(x · y = 0 ⇒ x · (z · y) = 0), (15)
(∀x, y, z ∈ X)(((x · y) · z) · (x · (y · z)) = 0), (16)
(∀a, x, y, z ∈ X)(((x · y) · z) · (y · (a · z)) = 0). (17)

For more studies and examples of UP-algebras, see [8],
[9], [10], [11], [12], [13].

A subset A of X is called a UP-ideal of X (see [6]) if
the following conditions are valid.

0 ∈ A, (18)
(∀x, y, z ∈ X)(x · (y · z) ∈ A, y ∈ A ⇒ x · z ∈ A).

(19)

A subset F of X is called a UP-filter of X (see [14]) if
the following conditions are valid.

0 ∈ F, (20)
(∀x, y ∈ X)(x ∈ F, x · y ∈ F ⇒ y ∈ F ). (21)

A fuzzy set λ in a UP-algebra X is called a fuzzy UP-ideal
of X (see [14]) if the following condition is valid.

(∀x ∈ X) (λ(0) ≥ λ(x)) , (22)
(∀x, y, z ∈ X) (λ(x · z) ≥ min{λ(x · (y · z)), λ(y)}) .

(23)

A fuzzy set λ in a UP-algebra X is called a fuzzy UP-filter
of X (see [14]) if it satisfies (22) and

(∀x, y ∈ X) (λ(y) ≥ min{λ(x), λ(x · y)}) . (24)

The fundamentals of falling shadows are now displayed.
For more information on the theory of falling shadows, we
recommend reading the papers [1], [2], [3], [4], [15].

Let P(U) represent the power set of a discourse universe
U. For any u ∈ U, let

ü := {E | u ∈ E and E ⊆ U}, (25)
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and for any E ∈ P(U), let

Ë := {ü | u ∈ E}. (26)

An ordered pair (P(U), B) is said to be a hyper-measurable
structure on U if B is a σ-field in P(U) and Ü ⊆ B.
Given a probability space (Ω, A , P ) and a hyper-measurable
structure (P(U), B) on U, a random set on U is defined to
be a mapping ξ : Ω → P(U) which is A -B measurable,
that is,

(∀C ∈ B) (ξ−1(C) = {ω | ω ∈ Ω and ξ(ω) ∈ C} ∈ A ).
(27)

Assume ξ is a random set on U. Let

α̃(u) := P (ω | u ∈ ξ(ω)) for any u ∈ U.

Then α̃ is a kind of fuzzy set in U. We call α̃ a falling
shadow of the random set ξ, and ξ is called a cloud of α̃.

For example, (Ω, A , P ) = ([0, 1], A ,m), where A is a
Borel field on [0, 1] and m is the usual Lebesgue measure.
Let α̃ be a fuzzy set in U and α̃t := {u ∈ U | α̃(u) ≥ t} be
a t-cut of α̃. Then

ξ : [0, 1] → P(U), t 7→ α̃t

is a random set and ξ is a cloud of α̃. We shall call ξ defined
above as the cut-cloud of α̃ (see [15]).

III. PROPERTIES OF FALLING UP-IDEALS

Unless otherwise stated, let X indicate a UP-algebra.

Definition III.1 ([7]). Let (Ω, A , P ) be a probability space,
and let

ξ : Ω → P(X)

be a random set. If ξ(ω) is a UP-ideal of X for each ω ∈ Ω,
then the falling shadow α̃ of the random set ξ, i.e.,

α̃(x) = P (ω | x ∈ ξ(ω)) (28)

is called a falling UP-ideal of X .

Let (Ω,A , P ) be a probability space and let α̃ be a falling
shadow of a random set ξ : Ω → P(X). For each x ∈ X ,
let

Ωξ(x) = {ω ∈ Ω | x ∈ ξ(ω)}.
Then Ωξ(x) ∈ A .

Proposition III.2. Every falling UP-ideal α̃ satisfies the
following condition.

(∀x ∈ X)(Ωξ(x) ⊆ Ωξ(0)). (29)

Proof: Let α̃ be a falling UP-ideal of X . For each x ∈
X , let ω ∈ Ωξ(x). Then ξ(ω) is a UP-ideal of X , and so
0 ∈ ξ(ω) by (18). It follows that ω ∈ Ωξ(0). Therefore, the
inclusion (29) is valid.

Proposition III.3. For every falling UP-ideal α̃ of X , we
have the following results.

(∀x, y ∈ X) (Ωξ(x · y) ∩ Ωξ(x) ⊆ Ωξ(y)) , (30)
(∀x, y ∈ X) (Ωξ(y) ⊆ Ωξ(x · y)) , (31)
(∀a, b, x ∈ X) (Ωξ(a) ∩ Ωξ(b) ⊆ Ωξ((b · (a · x)) · x)) .

(32)

Proof: Let α̃ be a falling UP-ideal of X . Then ξ(ω)
is a UP-ideal of X . For each x, y ∈ X , let ω ∈ Ωξ(x ·
y) ∩ Ωξ(x). Then x · y ∈ ξ(ω) and x ∈ ξ(ω). Using (2),
we have 0 · (x · y) = x · y ∈ ξ(ω). It follows from (2)
and (19) that y = 0 · y ∈ ξ(ω) and so that ω ∈ Ωξ(y).
Thus (30) is true. Now, for each x, y ∈ X , let ω ∈ Ωξ(y).
Then y ∈ ξ(ω), which implies from (3) and (5) that x · (y ·
y) = x · 0 = 0 ∈ ξ(ω). Hence, x · y ∈ ξ(ω) by (19), and
so ω ∈ Ωξ(x · y). Therefore, (31) holds. Finally, for each
a, b, x ∈ X , let ω ∈ Ωξ(a)∩Ωξ(b). Then a, b ∈ ξ(ω). Using
(5) implies that (a · x) · (a · x) = 0 ∈ ξ(ω). It follows from
(19) that (a ·x) ·x ∈ ξ(ω), that is, ω ∈ Ωξ((a ·x) ·x). Using
(1), we have

((a · x) · x) · ((b · (a · x)) · (b · x)) = 0 ∈ ξ(ω),

and so ω ∈ Ωξ(((a · x) · x) · ((b · (a · x)) · (b · x))). Hence,

ω ∈ Ωξ(((a · x) · x) · ((b · (a · x)) · (b · x))) ∩ Ωξ((a · x) · x)
⊆ Ωξ(((b · (a · x)) · (b · x)))

by (30), and thus (b·(a·x))·(b·x) ∈ ξ(ω). It follows from (19)
that (b · (a ·x)) ·x ∈ ξ(ω) and so that ω ∈ Ωξ((b · (a ·x)) ·x).
This proves that (32) is valid.

Proposition III.4. For every falling UP-ideal α̃ of X , we
have the following results.

(∀x, y ∈ X)(x ≤ y ⇒ Ωξ(x) ⊆ Ωξ(y)), (33)
(∀a, b, x ∈ X)(b ≤ a · x ⇒ Ωξ(a) ∩ Ωξ(b) ⊆ Ωξ(x)).

(34)

Proof: Let α̃ be a falling UP-ideal of X . Then ξ(ω)
is a UP-ideal of X . For each x, y ∈ X with x ≤ y, let
ω ∈ Ωξ(x). Then x · y = 0 ∈ ξ(ω) and so ω ∈ Ωξ(x · y). It
follows from (30) that

ω ∈ Ωξ(x · y) ∩ Ωξ(x) ⊆ Ωξ(y)

Thus (33) is valid. Assume that b ≤ a·x for each a, b, x ∈ X
and let ω ∈ Ωξ(a) ∩Ωξ(b). Then b · (a · x) = 0 ∈ ξ(ω), and
so ω ∈ Ωξ(b · (a · x)). Since ω ∈ Ωξ(b), we have

ω ∈ Ωξ(b · (a · x)) ∩ Ωξ(b) ⊆ Ωξ(a · x)

by (30). Since ω ∈ Ωξ(a), it follows from (30) that

ω ∈ Ωξ(a · x) ∩ Ωξ(a) ⊆ Ωξ(x).

Therefore, Ωξ(a) ∩ Ωξ(b) ⊆ Ωξ(x) for all a, b, x ∈ X with
b ≤ a · x.

IV. FALLING UP-FILTERS

Definition IV.1. Let (Ω, A , P ) be a probability space, and
let

ξ : Ω → P(X)

be a random set. If ξ(ω) is a UP-filter of X for each ω ∈ Ω,
then the falling shadow α̃ of the random set ξ, i.e.,

α̃(x) = P (ω | x ∈ ξ(ω)) (35)

is called a falling UP-filter of X .

Example IV.2. Consider a UP-algebra X = {0, a, b, c, d}
with the binary operation “·” which is given in Table I.
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TABLE I
TABULAR REPRESENTATION OF THE BINARY OPERATION “·”

· 0 a b c d

0 0 a b c d
a 0 0 b c d
b 0 0 0 c d
c 0 0 b 0 d
d 0 0 0 0 0

Let (Ω,A , P ) = ([0, 1], A ,m) and let

ξ : [0, 1] → P(X), t 7→
{ {0, a, c} if t ∈ [0, 0.6),

X if t ∈ [0.6, 1].
(36)

Then ξ(t) is a UP-filter of X for all t ∈ [0, 1]. Hence, α̃ is
a falling UP-filter of X , and

α̃(x) =
{

1 if x ∈ {0, a, c},
0.4 if x ∈ {b, d}. (37)

Theorem IV.3. Every falling UP-ideal is a falling UP-filter.

Proof: Let α̃ be a falling UP-ideal of X . Then ξ(ω) is
a UP-ideal of X . Let x, y ∈ X be such that x · y ∈ ξ(ω)
and x ∈ ξ(ω). Then 0 · (x · y) = x · y ∈ ξ(ω) by (2), and so
y = 0 · y ∈ ξ(ω) by (2) and (19). Hence, ξ(ω) is a UP-filter
of X , and therefore, α̃ is a UP-filter.

The following example shows that the converse of Theo-
rem IV.3 is not true in general.

Example IV.4. Let X = {0, 1, 2, 3} be a set with the binary
operation “·” which is given in Table II.

TABLE II
TABULAR REPRESENTATION OF THE BINARY OPERATION “·”

· 0 1 2 3

0 0 1 2 3
1 0 0 2 2
2 0 1 0 2
3 0 1 0 0

Then X is a UP-algebra (see [16]). Let (Ω,A , P ) =
([0, 1], A ,m) and let

ξ : [0, 1] → P(X), t 7→



{0} if t ∈ [0, 0.3),
{0, 1} if t ∈ [0.3, 0.7),
X if t ∈ [0.7, 1].

(38)

Then ξ(t) is a UP-filter of X for all t ∈ [0, 1]. Hence, α̃ is a
falling UP-filter of X . Note that 1 ∈ {0, 1} and 2 · (1 · 3) =
0 ∈ {0, 1}. But 2 · 3 = 2 /∈ {0, 1}. Hence, if t ∈ [0.3, 0.7),
then ξ(t) = {0, 1} is not a UP-ideal of X . Therefore, α̃ is
not a falling UP-ideal of X .

Let (Ω,A , P ) be a probability space and let

F (X) := {f | f : Ω → X is a mapping}.
Define an operation ¯ on F (X) by

(∀ω ∈ Ω) ((f ¯ g)(ω) = f(ω) · g(ω))

for all f, g ∈ F (X). Let θ ∈ F (X) be defined by θ(ω) = 0
for all ω ∈ Ω. It can be easily checked that (F (X);¯, θ) is
a UP-algebra.

For each subset A of X and f ∈ F (X), let

Af := {ω ∈ Ω | f(ω) ∈ A} (39)

and

ξ : Ω → P(F (X)), ω 7→ {f ∈ F (X) | f(ω) ∈ A}. (40)

Then Af ∈ A .

Theorem IV.5. If A is a UP-filter of X , then

ξ(ω) = {f ∈ F (X) | f(ω) ∈ A} (41)

is a UP-filter of F (X) for each ω ∈ Ω.

Proof: Let ω ∈ Ω. Assume that A is a UP-filter of
X . Since θ(ω) = 0 ∈ A, we know that θ ∈ ξ(ω). Let
f, g ∈ F (X) be such that f ¯ g ∈ ξ(ω) and f ∈ ξ(ω). Then
f(ω) ∈ A and

f(ω) · g(ω) = (f ¯ g)(ω) ∈ A.

It follows from (21) that g(ω) ∈ A and so that g ∈ ξ(ω).
Therefore, ξ(ω) is a UP-filter of F (X).

Since

ξ−1(f̈) = {ω ∈ Ω | f ∈ ξ(ω)}
= {ω ∈ Ω | f(ω) ∈ A} = Af ∈ A , (42)

we can see that ξ is a random set on F (X). Let

α̃(f) = P (ω | f(ω) ∈ A). (43)

Then α̃ is a falling UP-filter of F (X).

Lemma IV.6 ([14]). A fuzzy set λ in X is a fuzzy UP-filter
(resp., fuzzy UP-ideal) of X if and only if the set

λt := {x ∈ X | λ(x) ≥ t}
is a UP-filter (resp., UP-ideal) of X for all t ∈ [0, 1] with
λt 6= ∅.

Theorem IV.7. Every fuzzy UP-filter of X is a falling UP-
filter of X .

Proof: Consider the probability space (Ω,A , P ) =
([0, 1], A ,m) where A is a Borel field on [0, 1] and m is
the usual Lebesgue measure. Let λ be a fuzzy UP-filter of
X . Then λt is a UP-filter of X for all t ∈ [0, 1] with λt 6= ∅.
Let

ξ : [0, 1] → P(X), t 7→ λt

be a random set. Then λ is a falling UP-filter of X .

Proposition IV.8. Let α̃ be a falling shadow of a random
set ξ : Ω → P(X). If α̃ is a falling UP-filter of X , then

(∀x ∈ X) (Ωξ(x) ⊆ Ωξ(0)) , (44)
(∀x, y ∈ X) (Ωξ(x · y) ∩ Ωξ(x) ⊆ Ωξ(y)) . (45)

Proof: Let α̃ be a falling UP-filter of X . Then ξ(ω) is a
UP-filter of X for each ω ∈ Ω. The result (44) is clear. For
each x, y ∈ X , let ω ∈ Ωξ(x · y)∩Ωξ(x). Then x · y ∈ ξ(ω)
and x ∈ ξ(ω). It follows from (21) that y ∈ ξ(ω). Hence,
ω ∈ Ωξ(y) which shows that (45) is valid.

For each s, t ∈ [0, 1], let Tm(s, t) := max{0, s + t− 1}.
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Theorem IV.9. Every falling UP-filter α̃ of X satisfies the
following conditions.

(∀x ∈ X) (α̃(0) ≥ α̃(x)) . (46)
(∀x, y ∈ X) (α̃(y) ≥ Tm(α̃(x · y), α̃(x))) . (47)

Proof: Let α̃ be a falling UP-filter of X . Then ξ(ω) is
a UP-filter of X for each ω ∈ Ω. Note that Ωξ(x) ⊆ Ωξ(0)
for all x ∈ X by (44). Hence,

α̃(0) = P (ω | 0 ∈ ξ(ω)) ≥ P (ω | x ∈ ξ(ω)) = α̃(x).

Using (45), we have Ωξ(x · y) ∩ Ωξ(x) ⊆ Ωξ(y), that is,

{ω ∈ Ω | x · y ∈ ξ(ω)} ∩ {ω ∈ Ω | x ∈ ξ(ω)}
⊆ {ω ∈ Ω | y ∈ ξ(ω)}.

It follows that

α̃(x) = P (ω | y ∈ ξ(ω))
≥ P ({ω | x · y ∈ ξ(ω)} ∩ {ω | x ∈ ξ(ω)})
≥ P (ω | x · y ∈ ξ(ω)) + P (ω | x ∈ ξ(ω))

− P (ω | x · y ∈ ξ(ω) or x ∈ ξ(ω))
≥ α̃(x · y) + α̃(x)− 1.

Therefore,

α̃(x) ≥ max{0, α̃(x · y) + α̃(x)− 1} = Tm(α̃(x · y), α̃(x)).

This completes the proof.
Now, we consider the falling inference relations in UP-

algebras. In 1993, Tan et al. [4] established a theoretical
approach to define a fuzzy inference relation based on the
theory of falling shadows.

Let ξ and ζ be cut-clouds of A and B, respectively,
where A and B are fuzzy sets in the universes U and V
respectively. Note that the random sets ξ and ζ are initially
defined on two distinct probability spaces ([0, 1], B1,m1)
and ([0, 1], B2,m2) where B1 and B2 are Borel fields on
[0, 1], and m1 and m2 are Lebesgue measures. Tan et al.
[4] have redefined ξ and ζ on a unified probability space
([0, 1]2,B2, P ), where P is a joint probability on [0, 1]2, by
setting ξ : [0, 1]2 → U and ζ : [0, 1]2 → V to be

ξ : (t, s) 7→ t 7→ At (48)

and

ζ : (t, s) 7→ s 7→ Bs (49)

for each (t, s) ∈ [0, 1]2.
Note that ξ(t, s) and ζ(t, s) are two crisp sets At and Bs

on U and V , respectively, for all (t, s) ∈ [0, 1]2. From the
usual notion of the implication At → Bs, we can obtain the
corresponding inference relation:

IAt→Bs = (At ×Bs) ∪ (Ac
t × V ), (50)

which can be considered as a random set on U × V . We
may get the following definition of fuzzy inference relation
by identifying the falling shadow of this random set.

Let ξ and ζ be clouds of A and B respectively. Then the
fuzzy inference relation IA→B of the implication A → B is
defined by

IA→B(u, v) = P ((t, s) | (u, v) ∈ IAt→Bs)
= P ((t, s) | (u, v) ∈ (At ×Bs) ∪ (Ac

t × V )).
(51)

Note that P in (51) is a joint probability on [0, 1]2, and thus
different probability distribution P will generate different
formula for the fuzzy inference relation (see [4]).

Let P be the whole probability of (t, s) on [0, 1]2. If P is
concentrated and uniformly distributed on {(t, t) | t ∈ [0, 1]}
of the unit square [0, 1]2, then P is the diagonal distribution
and

IA→B(u, v) = min{1−A(u) + B(v), 1}.
We now consider the concept of I-fuzzy UP-filters in UP-

algebras.

Definition IV.10. Let I be a falling implication operator over
[0, 1] and t ∈ (0, 1]. A fuzzy set λ in X is called an I-fuzzy
filter of X with respect to t if the following assertions are
valid.

(∀x ∈ X)(I(λ(x), λ(0)) ≥ t), (52)
(∀x, y ∈ X)(I(min{λ(x · y), λ(x)}, λ(y)) ≥ t). (53)

Obviously, if P is the diagonal distribution, then the notion
of I-fuzzy filter with respect to t = 1 is equivalent to the
notion of fuzzy filter.

Theorem IV.11. Let λ be a fuzzy set in X and t = 0.5.
If P is the diagonal distribution, then the following are
equivalent:

(1) λ is an I-fuzzy filter of X with respect to t = 0.5.
(2) λ satisfies the following conditions.

(∀x ∈ X)(λ(x) ≤ λ(0) or 0 < λ(x)− λ(0) ≤ 0.5),

(54)

(∀x, y ∈ X)




min{λ(x · y), λ(x)} ≤ λ(y) or
0 < min{λ(x · y), λ(x)} − λ(y)
≤ 0.5


 .

(55)

Proof: Let P be the diagonal distribution. Then

(∀x ∈ X)
(

I(λ(x), λ(0)) = min{1− λ(x) + λ(0), 1} )
.

(56)

Assume that λ is an I-fuzzy filter of X with respect to t =
0.5. Then

min{1− λ(x) + λ(0), 1} ≥ 0.5

by (52) and (56). If λ(x) > λ(0), then 0 < λ(x)−λ(0) ≤ 0.5
and so (54) is valid. Since P is the diagonal distribution, (53)
implies that

0.5 ≤ I(min{λ(x · y), λ(x)}, λ(y))
= min{1−min{λ(x · y), λ(x)}+ λ(y), 1}
= min{1− (min{λ(x · y), λ(x)} − λ(y)), 1}.

(57)

If min{λ(x · y), λ(x)} > λ(y), then

0 < min{λ(x · y), λ(x)} − λ(y)

and 1− (min{λ(x · y), λ(x)}−λ(y)) ≥ 0.5 by (57). Hence,

0 < min{λ(x · y), λ(x)} − λ(y) ≤ 0.5,

and therefore, (55) is valid.
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Conversely, assume that λ satisfies conditions (54) and
(55). Since P is the diagonal distribution, we have

I(λ(x), λ(0)) = min{1− λ(x) + λ(0), 1}.
If λ(x) ≤ λ(0), then

I(λ(x), λ(0)) = min{1− λ(x) + λ(0), 1} = 1 ≥ 0.5.

If 0 < λ(x)− λ(0) ≤ 0.5, then

I(λ(x), λ(0)) = min{1− λ(x) + λ(0), 1}
= 1− λ(x) + λ(0) ≥ 0.5.

Also, if min{λ(x · y), λ(x)} ≤ λ(y), then

I(min{λ(x · y), λ(x)}, λ(y))
= min{1−min{λ(x · y), λ(x)}+ λ(y), 1} = 1 ≥ 0.5.

If 0 < min{λ(x · y), λ(x)} − λ(y) ≤ 0.5, then

I(min{λ(x · y), λ(x)}, λ(y))
= min{1−min{λ(x · y), λ(x)}+ λ(y), 1}
= 1−min{λ(x · y), λ(x)}+ λ(y) ≥ 0.5.

So, λ is an I-fuzzy filter of X with respect to t = 0.5.

V. CONCLUSION

Through the fuzzy UP-filters of UP-algebras, we have
discovered certain links between fuzzy mathematics and
probability theory. We presented the concept of falling UP-
filters in UP-algebras as an algebraic approach to the idea
of falling shadows. We’ve shown how fuzzy UP-filters and
falling UP-filters are related. A falling UP-filter has been
proven to be a generalization of a fuzzy UP-filter. We found
a related result by applying the concept of falling inference
relations to UP-algebras. In a future research, we will extend
the theory of falling shadows to additional types of ideals,
filters, and deductive systems in BCK/BCI-algebras, KU-
algebras, and SU-algebras, among others, based on these
results. We also hope that these results can be applied to
computer and information systems.
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