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Abstract—The use of cloud computing is expanding. However,
as the number of terminals (things) in the cloud computing
system increases, its capability limit becomes apparent. The
limit leads to a significant delay in processing time. Edge (fog)
computing is one of the methods for improving conventional
cloud systems. The key idea of edge computing is to place edge
servers between the cloud servers and the terminals (things).
The capacity of each edge may not be so high, but many
edges cooperate in executing tasks to achieve high processing
power. Then, how should machine learning be realized on the
edge system? One of the problems in machine learning is that
the confidentiality cannot be maintained because the learning
data is concentrated in one place. As a means for solving
this, a method for realizing learning while distributed data to
multiple servers is being sought. Safe systems using distributed
processing have attracted attention. SMC (Secure Multiparty
Computation) is one of the typical models. Horizontally parti-
tioning and vertically partitioning data are known as methods
of partitioning dataset for SMC. Several methods have been
proposed to achieve machine learning in traditional systems. In
addition, some machine learning algorithms have been proposed
using HPD (horizontally partitioned data) in edge systems. On
the other hand, few studies on machine learning using Vertically
Partitioned Data (VPD) have been done so far.

This paper proposes secure BP (Back-Propagation) neural
network learning for VPD. In addition to a BP learning algo-
rithm of SMC for three-layered neural networks, a generalized
learning algorithm of SMC for VPD based on SDM (Steepest
Descent Method), which covers many learning methods based
on SDM, is presented. Further, Neural Gas algorithm based
on this generalized learning method is proposed. Numerical
simulations show the effectiveness of the proposed methods.

Index Terms—IoT, Machine learning, Secure multiparty com-
putation, Batch processing, Back propagation, Edge computing,
Vertically partitioned data, Neural Gas algorithm.

I. INTRODUCTION

CLOUD computing, which is one of the basic tech-
nologies that support ICT, is used in various fields.

However, with the transition of things to the Internet of
Things (IoT), the number of servers (things) connected to
cloud systems is increasing. It is known that this increases the
load on the server and significantly reduces the processing
power of the cloud system. This causes a significant delay
in processing time [1], [2], [3], [4]. In particular, this has
fatal consequences in areas that require online or high-
speed processing, such as autonomous driving. Edge (or
fog) computing systems are known as a way to improve
traditional cloud systems. The basic idea is to introduce
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a system that places an edge (server) between the cloud
and the terminal (thing) [1], [2], [3]. In this case, the edge
performs normal tasks and the cloud server performs heavy
or difficult tasks. As a result, the load on the cloud system
can be significantly reduced. In addition, the close distance
between the data and the edges allows for faster processing
in edge systems. Even if the capacity of each edge is not
so high, many edges work together to perform tasks and
achieve high processing power. So how do edge systems
enable machine learning? The purpose of learning is to
find hidden relationships (information) from the collected
data. One of the problems with machine learning is that the
learning data is concentrated in one place, so confidentiality
is maintained. Some methods for realizing machine learning
on the cloud and the edge have been proposed [5], [6],
[7], [8], [9], [10], [11], [12]. HPD and VPD are known as
methods to partition a dataset. The former divides a dataset
into subsets (shards), and the latter divides the dataset into
element-separated subsets. Also, some algorithms of machine
learning using HPD on edge systems have been proposed
[9], [11], [16]. On the other hand, few studies have been
done on machine learning using VPD [12], [17]. It is desired
to construct a highly secure machine learning method using
VPD consisting of element-separated subsets.

This paper proposes a fast and secure BP neural network
learning on VPD with an edge system. In addition to a
BP learning algorithm for three-layered neural networks,
a generalized learning algorithm for VPD based on SDM
(Steepest Descent Method), which covers many learning
methods based on SDM, is presented. Further, Neural Gas
algorithm based on this generalized learning method is pro-
posed. Its effectiveness is shown for function approximation,
pattern classification, and clustering problems.

II. PRELIMINARY

A. A configuration of the edge computing system

The purpose of edge systems is to combine multiple
servers with low capabilities (called edges) to create a high-
performance system. High processing power includes 1)
high speed of processing, 2) secure computation, 3) short
communication time, etc. In the following, we propose a
method to efficiently realize machine learning using learning
data on the edge system is proposed.

Fig.1(a) shows a conventional cloud system. Fig.1(b)
shows an example of an edge computing system. This system
consists of a terminal and several edges connected at a close
distance from the terminal. Each server (edge) is directly
connected to each terminal. The data provided to the terminal
is sent to each edge for processing. The challenge is how to
share and distribute the data among the servers in order to
perform secure and fast computation.
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(a) Conventional cloud system

(b) Edge system

Fig. 1. Cloud and Edge systems.

Fig.2 shows the relationship between the edges and termi-
nals of the edge system used in this paper. The edge system
consists of m+ 1 servers (edges) and m terminals.

B. Steepest descent method in machine learning
The purpose of machine learning is to provide a way

for the system to realize the input / output relationships
of given learning data by estimating the parameters of the
system. Parameters are usually estimated by sequentially
updating the parameters based on SDM. SDM applications
include supervised learning such as BP learning and fuzzy
modeling, and unsupervised learning such as K-means, NG
(Neural Gas), and SOM (Self Organization Mapping). SDM
is one of the ways to minimize the target function J(θ)
for system parameters. In this case, learning is achieved by
updating the system parameters in the opposite direction of
the gradient ∂J(θ)

∂θ
of the objective function. The learning

rate η determines the size of the step. This method is
performed based on the following formula [13].

θ(t+ 1) = θ(t)− η∇J(θ), (1)

where ∇J(θ) is the amount of updates calculated based on
SDM.

That is, the parameter θ is updated based on Eq.(1) using
learning data to reach a local minimum. There are three ways
to use the learning data: online, mini-batch and batch. The
following describes the mini-batch method [13].

For the integer i, let Zi = {1, 2, · · ·, i} and Z∗
i =

{0, 1, · · ·, i}. Let D be the set of learning data |D| = L.
The set D consists of Q subsets such as D =

∪Q
l=1Bl

and Bi∩Bj = ø for i̸=j, where |Bl| = bl for l∈ZQ and
L =

∑Q
l=1 bl. Let t = 1.

Step 1: Given l∈ZQ, then the set Bl is given.
Step 2: Update θ based on Eq.(1) using Bl.
Step 3: If ∇J(θ) is not sufficiently small, then go to Step 1
with t←t+ 1. Otherwise, the algorithm terminates.

For Q = 1 and Q = L, this method is called online method
and batch method, respectively.

C. System configuration using securely shared data
Let us consider conventional works with securely shared

data. In order to solve the problem, three partitioned rep-
resentations of data such as horizontally, vertically and any

(a) Horizontally partitioned data : The dataset
{xbk−1+1, · · ·,xbk} provided to the k-th terminal is set to

the k-th Server for k∈Zm.

(b) Vertically partitioned data : Each element xr
k of data xr

for r∈ZL is sent to the k-th Server.

Fig. 2. Horizontally and vertically partitioned data.

partitioned data are known [5], [6], [7]. Let us explain HPD
and VPD using an example of Table I. In Table I, a and b
are original data (marks) and ID is a student identifier. The
purpose of computation is to get the averages of them.

First, let us explain VPD [7]. All the data are shared into
two servers, Server 1 and 2 as follows:

Server 1: data for ID=1, 2, 3,
Server 2: data for ID=4,5.

In Server 1, each average for A or B is computed as (85 +
59 + 26)/3 and (30 + 34 + 20)/3, respectively. In Server
2, each average for A or B is computed as (77 + 46)/2
and (67 + 48)/2, respectively. As a result, two averages for
subjects A and B are 58.6 and 39.8, respectively. Each server
cannot know half of the dataset, so security is maintained.

Next, let us consider VPD. All the data are shared into
two servers, Server 1 and 2, as follows:

Server 1: data for subject A,
Server 2: data for subject B.
In this case, two averages for subjects A and B are

computed as 58.6 and 39.8 as usual, respectively. Each server
can know only data for subject A or B, so security is
maintained.

Let us explain VPD and HPD for the edge system. In
HPD, each data provided from any terminal is set to each
server as it is (Fig.2(a)). In VPD, any data is sent separately
to each Server. For example, the k-th element xr

k of the r-
th data xr = (xr

1, · · ·, xr
k, · · ·, xr

m) is sent to the k-th Server
(Fig.2(b)).

Several methods have been proposed to achieve machine
learning in traditional systems. In addition, some machine
learning algorithms have been proposed using horizontally
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TABLE I
CONCEPT OF HORIZONTALLY AND VERTICALLY PARTITIONED DATA

COMPOSED OF TWO SERVERS.

partitioned data in edge systems.　 For example, FL is one
of them. In the following, secure BP neural network learning
on VPD with edge system (for IoT) and the general learning
algorithm for VPD based on SDM are proposed.

D. BP neural network learning

In the following, let us explain a three-layered neu-
ral network as an example of BP neural network learn-
ing without loss of generality. Let xl∈JN for l∈ZL and
d : JN→J , where J = [0, 1] or {−1, 1}. For the sets
D = {(xl, d(xl))|xl∈JN , l∈ZL}, Din = {xl|l∈ZL} and
Dout = {d(xl)|l∈ZL} of learning data, let us determine
parameters of the three-layered neural network identifying
learning data by BP method, where d(xl) means the desirable
output for input data xl. Let h = h2◦h1 : JN→J for h1 :
JN→JM and h2 : JM→J . Let N and M be the numbers
of elements for the first and second layers, respectively. Let
wj for j∈Z∗

M and v = (v0, v1, · · ·, vL) be weights for the
second and output layers, respectively. Then h1 and h2 are
as follows (See Fig.3):

yi = h1i(x) = τ

 N∑
j=0

wijxj

 , (2)

x0 = 1, h1 = (h11, · · ·, h1i, · · ·, h1M )

τ(u) =
1

1 + exp(−u)
where

x = (x0, x1, · · ·, xj , · · ·, xN )∈JN

y = (y0, y1, · · ·, yi, · · ·, yM )∈JM

and wi0 means the threshold value for the i-th neuron of the
second layer.

Further,

h2(y) = τ

(
M∑
i=0

viyi

)
, (3)

y0 = 1,

where v0 means the threshold value.
Then, the evaluation function is defined as follow:

E =
1

2L

L∑
l=1

(
h(xl)− d(xl)

)2
(4)
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Fig. 3. The relation between the dataset and three-layered neural network:
Each element xl

j of the set Dj for j∈ZN is provided to the j-th element
of the first layer.

Fig. 4. The conventional BP learning (online type). For batch learning,
Eq.(9) and (10) are used instead of Eqs.(5) and (6), respectively.

The weights w and v are updated based on the BP method
of the online type as follows[14] :

△vi(x
l) = −α1δ2(x

l)h1i(x
l) (5)

△wij(x
l) = −α2δ1i(x

l)xl
j for j∈Z∗

N and i∈ZM (6)

where α1 and α2 are learning coefficients,

δ2(x) = (h(x)− d(x))h(x)(1− h(x)) (7)

and

δ1i(x) = δ2(x)vih1i(x)(1− h1i(x)). (8)

Then, the BP learning method is shown in Fig.4 [14].
In batch learning, the following equations are used instead

of Eqs.(5) and (6).

△vi = −
L∑

l=1

△vi(x
l) for i∈Z∗

M (9)

△wij = −
L∑

l=1

△wij(x
l) for j∈Z∗

N and i∈ZM (10)
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III. BATCH BP LEARNING FOR SECURE MULTIPARTY
COMPUTATION WITH IOT

A. Batch BP learning for three-layered neural network for
SMC

In this section, a fast and secure BP neural network
learning on VPD with the edge system is proposed (See
Fig.2(b)). L pieces of learning data are given to Terminals.
Each element of any learning data is assigned to each Edge.
The j-th Edge has the set Dj = {x1

j , · · ·, xL
j } for j∈Zm.

The key of the proposed method is to use VPD and batch
learning. The problem is how weights wij and vi are updated.
Let m = N . Let Dj = {x1

j , · · ·, xL
j } for j∈ZN and

Din = {xl|l∈ZL} and Dout = {d(xl)|xl∈Din}. In the
proposed method with VPD, each set Dj is given as shown
in Fig.3. Eq.(2) is rewritten as follows :

h1i(x
l) = τ

wi0 +
N∑
j=1

wijx
l
j


= τ

wi0 +
N∑
j=1

slij

 (11)

where slij = wijx
l
j for i∈ZM and l∈ZL. The term slij for

i∈ZM and l∈ZL is computed using the set Dj and wij at
Edge j. The result for each Edge is sent to Edge 0, and an
output of network h(xl) is computed. Then, any Edge can
know only an element of each data x. That is, the secure
computation is performed. Further, each computation on
Edge is done simultaneously (in parallel), so fast computation
is performed.

The proposed method for the three-layered neural network
is shown in Table II. Terminals collect learning data, and each
terminal has the set Dj . Each element of any data x∈RN is
sent to each Edge (See Fig.2(b)), where R is the set of all
real numbers. As the initial condition for learning data and
parameters, Edge 0 has the weight v and the set Dout, and
each Edge j has the set Dj and the weight wij for i∈ZM . At
Step 1, Edge j calculates the weighted input slij for i∈ZM

and l∈ZL, and the result is sent to Edge 0. At Step 2 of Edge
0, h1i(x

l) = τ
(
wi0 +

∑N
j=1 s

l
ij

)
for i∈ZM is calculated

using slij for j∈ZM , and h(xl) for l∈ZL is calculated using
h1i(x

l). Further, the errors δ2(x
l) and δ1i(x

l) for each data
xl∈D are calculated, and the weight v is updated based
on Eq.(9). The weight wi0 for i∈ZM is updated. The error
δ1i(x

l) for l∈ZM is sent to all Edges. At Step 3 of Edge j,
the updated amount △wij is calculated and the weight wij is
updated. Further, slij for i∈ZM and l∈ZL is calculated and
is sent to Edge 0. At Step 4 of Edge 0, h1i(x

l) and h(xl) for
l∈ZL are calculated. Further, the difference between output
h(x) and desirable output d(x) is calculated and is evaluated.
If the error E(t) is sufficiently small, then the algorithm
terminates. Otherwise, go to Step 2 with t←t+ 1.

The proposed method in Table II can be rewritten into a
simplified BP learning method by performing the following
replacement. That is, Step 2 in Edge 0 is replaced as follows:

Step 2: Calculate h1i(x
l) = τ(

∑N
j=0 s

l
ij) and

h(xl) = τ(
∑M

i=0 vih1i(x
l)) for l∈ZL. Calculate pij =∑L

l=1 δ1i(x
l)slij for i∈ZM and j∈ZN , and send them to

each Edge. Calculate △wi0 = −
∑

l∈ZL
α1δ1i(x

l) and △vi
of Eq.(10) and vi←vi+△vi and wi0←wi0+△wi0 for i∈ZM .

Further, Step 3 in Edge j is replaced as follows:

Step 3: Calculate wij←wij + α1pij/wij and slij = wijx
l
j

for i∈ZM and l∈ZL, and send them to Edge 0.
This result is shown in Ref.[17].

B. The generalized algorithm for VPD based on SDM

In the previous section, a distributed calculation for BP
learning based on SDM was shown using the data structure
Dj for j∈ZN . In this section, we generalize this result and
present a generalized algorithm for VPD based on SDM. The
idea is to learning by partitioning the parameters into those
that can be divided and those that cannot. The generalized
algorithm represents many learning methods based on SDM.
For example, the algorithm represents supervised learning
such as multi-layered neural network and fuzzy modeling
and unsupervised learning such as NG and k-means.

Let us explain the proposed method. The set D of learning
data is decomposed into set Dj for j∈ZN based on VPD.
At the same time, the sets P and Q of parameters are given,
where the union U = P∪Q is the set of all the parameters,
P = ∪Nj=1Pj and Q is the set of parameters in U that are not
in P . First, the set Q and the set Dout are given to Edge 0.
The set Pj of parameters and the set Dj for j∈ZN are given
to Edge j. In Step 1, partial calculation qlij is performed at
Edge j using Pj and Dj , and the result is sent to Edge 0.
In Step 2, the updated amount δ(xl) for l∈ZL is calculated
on Edge 0 by using Dout and qlij and send them to Edge
j. Further, each parameter of the set Q is updated. In Step
3, at Edge j, each parameter pij of Pj is updated using the
updated amount△pij =

∑
l∈ZL

α2δ(x
l)xl

j . Further, a partial
calculation qlij is performed, and sent to Edge 0. In Step 4,
it is determined whether the learning result is satisfied with
the condition of learning. If not, return to Step 2 and repeat
the same processes. The generalized learning algorithm for
VPD based on SDM is shown in Table III.

It will be clear that Table II is a special case of Table III.

C. A secure NG based on the generalized learning algorithm

In the following, NG (including k-means) is shown as an
example of unsupervised learning based on the generalized
learning. In this case, Dout = ϕ, Q = ϕ and P = W hold.
First, NG will be explained.

Vector quantization techniques encode a data space, e.g., a
subspace X⊆Rd, utilizing only a finite set W = {wi|i∈Zr}
of reference vectors (also called cluster centers), where d and
r are positive integers.

Let the winner vector wi(x) be defined for any vector
x∈X as follows:

i(x) = arg min
i∈Zr

||x−wi|| (12)

From the finite set W , X is partitioned as follows:

Xi = {x∈X|||x−wi||≤||x−wj || for j∈Zr} (13)

The sets X and W are called sets of input and reference
vectors, respectively.
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TABLE II
THE PROPOSED METHOD FOR BP NEURAL NETWORK LEARNING.

Edge 0 Edge j

Initial The weight v = (v0, v1, · · ·, vM ) and wi0 for i∈ZM are selected The set Dj is given. The weight wij for i∈ZM is
condition randomly. Dout, α1, Tmax and θ are given. Set t = 1. selected randomly. The constant α2 is given.

Step 1 Calculate slij = wijx
l
j for i∈ZM and l∈ZL and

send them to Edge 0.
Step 2 Calculate h1i(x

l) = τ(wi0 +
∑N

j=1
slij) and h(xl) = τ(v0+∑M

i=1
vih1i(x

l)) for l∈ZL. Calculate δ2(xl) and δ1i(x
l) for

i∈ZM and △vi of Eq.(9) and vi←vi +△vi. δ1i(xl) for i∈ZM

and l∈ZL is sent to each Edge. Calculate △wi0 =
−
∑

l∈ZL
α1δ1i(x

l) and wi0←wi0 +△wi0 for i∈ZM .

Step 3 Calculate △wij = −
∑

l∈ZL
α2δ1i(x

l)xl
j and

wij←wij +△wij . Calculate slij = wijx
l
j for i∈ZM

and l∈ZL and send them to Edge 0.
Step 4 Calculate h1i(x

l) = τ(wi0 +
∑N

j=1
slij) and h(xl) = τ(v0+∑M

i=1
vih1i(x

l)) for l∈ZL and E(t) = 1
2L

∑L

l=1
(h(xl)

−d(xl))2. If E(t) < θ or t≥Tmax then the algorithm terminates
else go to Step 2 with t←t+ 1

TABLE III
THE GENERALIZED LEARNING ALGORITHM FOR VPD BASED ON SDM.

Edge 0 Edge j

Initial Each parameter of the set Q is selected randomly. Dout and Each parameter pij of the set Pj is selected randomly. The constant
condition Tmax are given. Set t = 1. α2 is given. The set Dj is given.

Step 1 Calculate qlij = fj(pij , x
l
j) for l∈ZL and i∈ZM and send them

to Edge 0.
Step 2 Calculate the update amount δ(xl) for l∈ZL by using qlij and

Dout and send them to each Edge. Update each parameter
of the set Q.

Step 3 Calculate △pij = −
∑

l∈ZL
α2δ(xl)xl

j for l∈ZL and update
pij←pij +△pij . Calculate qlij = fj(pij , x

l
j) for l∈ZL and

send them to the Edge 0.
Step 4 Calculate MSE by using by using qlij for j∈ZN . If MSE is

sufficiently small or t≥Tmax then the algorithm terminates
else go to Step 2 with t←t+ 1.

TABLE IV
A SECURE NG ALGORITHM BASED ON THE GENERALIZED ALGORITHM.

Edge 0 Edge j

Initial Tmax, θ and α are given. Set t = 1. The set Dj is given. The weight wij for i∈Zr is selected randomly.
condition The constant α is given.

Step 1 Calculate qlij = wij − xl
j for l∈ZL and i∈Zr and send them to Edge 0.

Step 2 Calculate d(xl,wi) =
∑m

j=1
qlij for l∈ZL. The rank

ki(x
l,wi) is determined using d(xl,wi) and send

them to each Edge.
Step 3 Calculate △wij = α

∑
l∈ZL

hλ(ki(x
l,wi))q

l
ij for i∈Zr and

wij←wij +△wij for i∈Zr . Calculate qlij = wij − xl
j for l∈ZL and

i∈Zr and send them to Edge 0.
Step 4 If t > Tmax them algorithm terminates else go to Step 2

with t←t+ 1.

For NG method, the following method is used[11], [15] :
Given an input vector x, we determine the neighborhood-

ranking wik for k∈Z∗
r−1, being the reference vector for

which there are k vectors wj with

||x−wj || < ||x−wik || (14)

Let α∈[0, 1] and λ > 0.
If the number k associated with each vector wi is denoted

by ki(x,wi), then the adaption step for adjusting the wi’s
is given by

△wi = αhλ(ki(x,wi))(x−wi) (15)
△wij = αhλ(ki(x,wi))(xj − wij) (16)

hλ(ki(x,wi)) = exp (−ki(x,wi)/λ)) (17)

α = αint

(
αfin

αint

) t
Tmax

where Tmax, αint and αfin mean the maximum number of
learning time and the real numbers. The constant λ is called
decay one. If λ→0, Eq.(15) becomes equivalent to k-means
method. Eq.(15) is written as Eq.(16) in the element-wise
form.
Learning Algorithm of Neural Gas [15]
Input : The set Din (= X) of data
Output : The set W of reference vectors
Step 1: The initial values of reference vectors are set
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Fig. 5. The relation between learning data and parameters for the proposed
NG.

Fig. 6. Online and Batch Processing : The arrows of one-dot and two-
dot chain lines mean to process in parallel each task. In online case, each
weight wij for i∈ZM is updated for each data x at Edge j. In batch case,
each weight wij is updated for all data xl (l∈ZL) and the batch step is
performed at a time in the proposed method.

randomly. The learning coefficients εint and εfin are set,
respectively. Let Tmax and θ be the maximum number of
learning time and the threshold, respectively.
Step 2: Let t = 1.
Step 3: Give a data x∈Din randomly and neighborhood-
ranking ki(x,wi) is determined for each wi∈W .
Step 4: Each reference vector wi for i∈Zr is updated based
on Eq.(15)
Step 5: If t≥Tmax, then the algorithm terminates and the set
W = {wi|i∈Zr} of reference vectors is obtained. Otherwise
go to Step 3 as t←t+ 1.

Table IV shows a secure NG learning based on Table III.
In this case, the relation among the sets Dj , Vj , and W
for j∈Zm are shown as Fig.5, where Dj = {xr

j |r∈ZL}
and Vj = {wij |i∈Zr}. Further, Eq.(18) is used instead of
Eq.(16).

△wij =
∑
l∈ZL

αhλ(ki(x
l,wi))(x

l
j − wij) (18)

At Step 1 of Edge j, the difference qlij between the
weight wij for i∈Zr, and the l-th input data xl

j is cal-
culated. At Step 2 of Edge 0, the distance d(xl,wi) of
input data xl and the weight wi for i∈Zr is calculated,
the rank ki(x

l,wi) for i∈Zr is determined, and is sent
to each Edge. At Step 3 of Edge j, the update amount
△wij = α

∑L
l=1 hλ(ki(x

l,wi))q
l
ij for i∈Zr is calculated,

and the weight wij is updated. Further, qlij = wij − xl
j for

l∈ZL and i∈Zr is calculated and is sent to each Edge. At
Step 4 of Edge 0, it is checked if the number of learning
times is sufficient.

D. Why is batch processing effective for IoT?

Let us explain the reason for using BP learning as shown
in section III.A. Let create the set Dj = {x1

j , · · ·, xL
j } for

j∈ZN from the set D.
Let us consider the case of online processing using Table

II. In Step 1, a data x is selected randomly, sij = wijxj for
i∈ZM is calculated at Edge j and sent to Edge 0. In Edge 0
at Step 2, h1i(x) and h(x) are calculated. Further, δ2(x) and
δ1i(x) are calculated, and vi and wi0 for i∈ZM are updated.
The result δ1i(x) for i∈ZM is sent to each Edge. At Step
3, wij for i∈ZM is updated at Edge j and the weighted
input sij = wijxj for i∈ZM is calculated using new weight
wij , and sent to Edge 0. In Edge 0 at Step 4, if the number
of learning times is equal to L, then the difference between
h(xl) and d(xl) for l∈ZL is evaluated. Otherwise, go to Step
2.

Let us consider the case of batch processing of the
proposed method. In this case, the computation of slij for
l∈ZL is done with all elements of Dj as shown in Table II. In
Edge j at Step 3, the weight wij is updated with all elements
of Dj at a time. That is, the difference between online and
batch processing is to use one data or the set Dj at a time
in updating step of the weight. Especially, all parameters
wij’s for i∈ZN are updated at a time in each Edge in the
proposed method. Therefore, the proposed method is faster
than the online processing (See Fig.6).

IV. NUMERICAL SIMULATIONS FOR THE PROPOSED
ALGORITHM

In this section, numerical simulations for function approx-
imation, pattern classification and clustering are performed.

A. Function Approximation for the proposed BP

This simulation uses four systems specified by the fol-
lowing functions with [0, 1]4 (for Eqs.(19) and (20)) and
[−1, 1]4 (for Eqs.(21) and (22)). The simulation conditions
are Kw = 0.01, Kv = 0.01, and Tmax = 106 for each
method. Further, the initial values wij and vi are set to
randomly on [0, 1], respectively. The numbers of learning and
test data randomly selected are 1000 and 1000, respectively.

y =
(2x1 + 4x2

2 + 0.1)2

37.21
× (4 sin(πx3) + 2 cos(πx4) + 6

12
(19)

y =
sin(2πx1)× cos(x2)× sin(πx3)× x4 + 1.0

2.0
(20)

y =
(2x1 + 4x2

2 + 0.1)2

74.42
+

4 sin(πx3) + 2 cos(πx4) + 6

446.52
(21)

y =
(2x1 + 4x2

2 + 0.1)2

74.42
+

(3e3x3 + 2e−4x4)−0.5 − 0.077

4.68
(22)

Table V shows the results of the comparison of accuracy
for each method. In each box of Table V, Learn and Test
mean MSE for learning and test (×10−4), respectively. The
BP and Batch methods mean the conventional BP and Batch
methods without sharing (or partitioning) data, respectively.
The Proposed means the proposed method of section III.A.
After learning, we compared the conventional and proposed
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TABLE V
SIMULATION RESULT OF FUNCTION APPROXIMATION FOR BP

Eq.(19) Eq.(20) Eq.(21) Eq.(22)
BP Learn 1.54 26.32 1.71 4.69

Test 1.72 29.77 1.74 5.44
Batch Learn 0.34 10.99 0.28 0.76

Test 0.46 13.23 0.32 0.98
Proposed Learn 0.35 10.40 0.24 0.81
(m = 4) Test 0.43 11.92 0.29 1.00

TABLE VI
THE DATASET FOR PATTERN CLASSIFICATION AND CLUSTERING

Iris Wine Sonar BCW Spam Skin Seg.
# data 150 178 208 683 4601 245057
# input 4 13 60 9 57 3
# class 3 3 2 2 2 2

BP methods in terms of MSE. The result of the simulation
is the average value from twenty trials.

The result shows that the accuracy for each method
is almost the same. That is, while the proposed method
maintains the accuracy of the calculation, it also maintains
security.

B. Pattern Classification for the proposed BP

Let us show the result for pattern classification using
benchmark problems of Iris, Wine, Sonar, BCW, Spam and
Skin Segmentation in the UCI database[18] as shown in
Table VI. In Table VI, #data means the number of data.
In this simulation, 5-fold cross-validation as an evaluation
method is used. Table VII shows the results of the compari-
son between the conventional and the proposed methods. The
BP and Batch methods mean the conventional BP and Batch
methods without sharing (or partitioning) data, respectively.
The Proposed means the proposed method of section III.A.
In each box of Table VII, Learn and Test mean the rate (%)
of misclassified data for learning and test, respectively. Each
value is average from twenty trials.

The simulation results show that the proposed method is
comparable in accuracy with the online and batch learning of
the conventional model. Since it is difficult to implement and
directly compare the calculation speed, let us consider the
difference between the calculation times of the conventional
and the proposed methods. Assume that additional time for
batch learning and the communication time for the edge
system is too short for simplicity. The conventional model
using one server takes L×M×N and M×N times for
computation on updating of wij’s for the online and batch
learning, respectively (See Fig.4).

The proposed model using N +1 servers takes L×M and
N times for computation on updating of wij’s for the online
and batch learning, respectively (See Table II), because the
computation at N edges is performed at a time (in parallel).
That is, it is desired the proposed method is N times faster
than conventional learning concerning the computation of
wij .

C. Pattern Clustering for the proposed NG

To demonstrate that the proposed method can achieve
sufficient accuracy compared to the conventional method, we
perform clustering the five benchmark datasets, Iris, Wine,

Sonar, BCW, and Spam [18], using the conventional NG
methods and the proposed NG method. Here, the number
r of reference vectors is 3 in the case of Iris and Wine and
2 in the case of Sonar, BCW, and Spam. In the proposed
method, we set Q = 3. The maximum number of learning
was set to 15000 for Iris, 18000 for Wine, 21000 for Sonar,
70000 for BCW, and 50000 for Spam. In the experiments,
we considered that learning was completed when the number
of updates of the reference vector reached the maximum
number of learning times. After learning, we compared the
conventional and proposed NG methods in terms of the MSE
for the Eq.(23) and the global purity (GP) for the Eq.(24).

E =
1

|D|×|W |
∑
x∈X

∑
w∈W

hλ(ki(x,w))||x−w||2 (23)

GP =
1

L

∑
i∈Zr

max
j∈Zr

(Li,j)×100, (24)

where X is dataset and W is the set of reference vectors and
hλ(ki(x,w)) is calculated as Eq.(17) and Li,j is the number
of data belonging to the i-th cluster and the j-th actual class
and the evaluation function.

Conventional online, batch and proposed NG are abbre-
viated as Online, Batch and Proposed, respectively. GP and
MSE are the GP value (%) and the value of Eq.(23). The
values in Table VIII represent the average of 20 trials each.
In Table VIII, the GP and the evaluation function values
(accuracy) of the NG method are equivalent to those of the
conventional methods.

V. CONCLUSION

In this paper, secure BP neural network learning on VPD
with edge system and the generalized learning algorithm for
VPD based on SDM were proposed. Further, a Neural Gas
algorithm based on the generalized learning method is pro-
posed. The effectiveness is shown in numerical simulations.
In Section II, edge computing systems and a secure data
sharing mechanism used in this paper were explained. Fur-
ther, SDM and the conventional BP method were introduced.
In Section III, a fast and secured BP learning method for
VPD with the edge system was proposed. Further, the general
learning algorithm for VPD based on SDM was proposed.
Furthermore, BP and NG methods based on the general
learning algorithms were presented. In Section IV, numerical
simulations were performed to show the performance of the
proposed methods. Generally speaking, it was as follows:
It was shown using an edge system composed of N + 1
edges. Learning data were shared to N pieces of element-
separated subsets for N edges, learning was performed
simultaneously in each edge and system parameters were
updated in each edge using their results. The processing was
iterated until satisfactory results were obtained. That is, it
was shown that ”vertically partitioned data + batch learning
(in parallel) = fast and secure computation for edge system”.
The effectiveness of the idea was shown using BP and NG
algorithms. In future works, other applications for SDM and
another method for data sharing will be considered.
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