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Bearing Remaining Useful Life Estimation
Based on Encoder and Gated Recurrent Units

Dongdong Zhao, Liu Feng and Xiaodong Wang

Abstract—Bearings are to machinery like joints to humans,
which means bearings are an integral part of the machinery.
Recently, with the rapid development of sensors and artificial
intelligence, a data-driven machine learning-based model for
bearing remaining useful life (RUL) has become a powerful
tool in academia and industry. However, there are also
some existing problems, for example, the pre-set state-related
threshold need to be manually determined, the bearing object
being studied is under a single operating condition, RUL
estimation in the entire life span in many studies is ignored
and only a few samples as observed data to predicted and
tested, which are all not conducive to the achievements
transformation in actual engineering projects. In this paper,
a novel generalized framework based on neural networks is
proposed to solve these obstacles. Firstly, convolutional neu-
ral networks (CNN) and deep encoder (DE) are respectively
used to extract features and reduce dimensions, obtaining
dense and low dimensions health indicators (HIs). Secondly,
Gated recurrent units (GRUs) are used to investigate time-
series information from dense and low dimensional Hls.
Thirdly, the proposed method was verified on two platforms
and experimental results show that the proposed method is
effective and general, and superior to other baselines.

Index Terms—Bearing, Remaining useful life estimation,
Convolutional neural network, Encoder, GRU

I. INTRODUCTION

ECENTLY, prognostics health management (PHM)

has become a research hotspot [1], [2], which in-
cludes fault detection, fault diagnosis [3], [4], state as-
sessment and remaining useful life (RUL) estimation in
machinery. Researches on PHM turns the post-failure
repair into repair in advance, largely lower operating risks
and costs, especially in the transportation industry such
as aviation and rail transportation which usually have
strong relationships with big assets. So, a large number
of researchers in industry and academia also have paid
their attention to PHM investigation in rotating machinery.
In this paper, we mainly focus on the prediction of the
RUL of bearing. From all current reports about RUL, the
review [2] divided the RUL estimation model into three
kinds: physics model-based methods [5], statistics model-
based methods, and machine learning-based (ML-based)
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methods. The implementation in practical engineering of
investigations on physical methods is difficult since in
most scenarios, building a physical model for an object is
not a simple task for there are many complex relationships
with surround. However, we are not always supposed to set
an assumption toward ideal scenes. The statistical model-
based methods [6]-[13], also named empirical model-
based approaches, severely rely on empirical knowledge
to estimate the RUL. The ML-based approaches [14]-
[21] are currently the most popular and efficient in RUL
research, which take advantage of the nonlinear rep-
resentation ability of the more mature neural network
and have robust and generalizability in cross-condition,
especially for the signal process problem of nonlinear
non-stationary vibration. From many kinds of literature,
ML-based investigations [21]-[26] usually can get high
performance. [15] divided the process of RUL estimation
into four stages: data acquisition, health indicators (HIs)
construction, health status (HS) assessment, and RUL es-
timation. ML-based RUL estimation methods are divided
into two categories. The first category, called two-stage
methodology, is to predict the bearing operating status
and RUL by constructing HI as an intermediate bridge
[27]. The second category, called one-stage methodology,
is to use a black-box model in an end-to-end manner with
source data as input and with predicted RUL as output
[23]. Although many studies have obtained good results,
because vibration data are sometimes accompanied by
not only one type of failure, but also several types of
failures at the same time, and sometimes vibration data
are accompanied by some cyclic noises, which seriously
interfere with the characterization of the degradation state.
Therefore, it is difficult to directly capture the law of
degradation changes over time from raw and unprocessed
data by using a simple black-box model with regression
prediction capabilities. For some two-stage approaches,
the traditional extraction of frequency domain and time
domain depends on some pre-set thresholds and does not
have an excellent performance in feature representation,
which is not applicable enough for vibration frequency
belongs to nonlinear non-stationary characteristics. The
importance of HI construction has also been confirmed
in many published documents [14], [26], [28], [29]. To
our best knowledge, the current study in bearing RUL
estimation mainly faces the following difficulties:

(1)Some pre-set thresholds need to be determined man-
ually. Most RUL investigations require bearing failure
threshold as a prerequisite when extracting physical fea-
tures, which researchers set manually in advance and limits
their application in real scenarios.

(2)Objects investigated are always under a single (or
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same) operating condition. Many studies on bearing RUL
estimation are based on a single operating condition,
which always are not available when applied in the prac-
tical industry due to these investigations can’t endure the
shift between varying operating conditions, that is, to some
extent, their performance can be easily shrunk.

(3)Not all samples in the entire life span of each test unit
are observed and estimated. Under normal circumstances,
researchers in industry and academia start to trigger the
behavior of RUL estimation by default through first pre-
dicting time (FPT) detection, because the degradation
characteristics of the initial state before the FPT point are
so small or not obvious that the degradation characteristics
cannot be captured. Therefore, the samples before the
FPT point are usually discarded and no RUL estimation
is made. Unfortunately, some research documents do not
perform RUL estimation for each sampling moment of
bearing during the RUL estimation but look for several
points, and the final accuracy is based on the average
of these points. In addition, Some studies focus on the
middle stage and ignore the late stage for the last 10%
vibration signal frequency is too violent, specially tested
in the public dataset that the laboratory test-bed stops when
reaching a certain vibration frequency before a laboratory
bed collapses, which means the data of late-stage don’t
involve in the training model, so RUL estimation also can’t
be accomplished in practical projects, which means that
it will be difficult to put these researches into practical
applications.

The three problems mentioned above all seriously im-
pede the transformation of research results in practical
engineering projects. To solve these issues mentioned
above, generalization and high practicality are regarded
as key considerations in this investigation. In this paper, a
novel generalized framework based on neural networks is
investigated for RUL estimation. The main contributions
of this paper are listed as follows:

(1)Dense low-dimensional HIs are obtained by combin-
ing with convolutional neural networks (CNN) and deep
encoder (DE). CNN is utilized to extract latent features and
avoid using preset thresholds. Encoders are proposed to get
dense low-dimensional HIs instead of one-dimensional HI
to avoid lossing effective information, that is, one sample
is corresponding to specific HIs with a few elements. The
proposed method in this paper strongly combining with
performance advantages of CNN and DE to automatically
construct a HI with a monotonous trend.

(2)Time series information are learned from dense HIs
to predict RUL value. On the basis that GRU can alleviate
the problem of gradient disappearance and has relatively
few parameters, which reduces the risk of model over-
fitting. To explore the applicability and versatility of the
proposed framework, the test data not only includes data
with the same distribution as the training data but also
data with a different distribution from the training data of
varying operating conditions.

(3)The RUL corresponding to each sample from health
to failure in each test bearing unit is accurately predicted in
small error loss as possible through the proposed method
called CDEGRU. Moreover, for further verification, the
proposed method is performed on two platforms experi-
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Fig. 1: The architecture of CNN.

mental verification.

The remainder of this paper is organized as follows.
The related works and network structure of the proposed
method are presented in Section II and Section III. In Sec-
tion IV, dataset, experimental setup, experimental results,
and analysis will be given. Then this paper is closed with
conclusions in Section V.

II. RELATED WORKS
A. Convolutional Neural Networks

The traditional CNN consists one or more convolutional
layer(s) and fully connected layer(s). Compared with other
deep learning structures, CNN can obtain attractive results
in image and speech recognition, making it an exciting
deep learning structure. CNN usually contain the following
contents:

1) Convolutional layer: Each convolutional layer in
CNN has a number of convolutional units, and the pa-
rameters of each convolutional unit are obtained through
optimization of the backpropagation algorithm. The pur-
pose of convolution operation is to extract different scale
latent high-level representations from raw data. The first
or shallower convolutional layer may only extract some
low-level features such as edges, lines, and corners. As
the layer become more deeper, networks will dig more
complex features from the low-level and abstract repre-
sentations, which also means that, to some extent, as the
network deepens, objects that seem to be more inscrutable
can be fitted.

2) Activation function: The activation function operates
on each node of each layer of nerves, which is an
indispensable part of the convolution process.

3) Pooling layer: The pooling layer uses a maximum
or average sampling mechanism, where the former em-
phasizes the salient elements of the sample to reduce the
image size, and the latter smoothes and blurs the data to
reduce the image resolution. To some extent, they also
inhibit over-fitting.

4) Fully connected layer: The fully connected layer
aggregates the acquired features, and then ranks the im-
portance of the features in order to provide high-quality
assistance for subsequent tasks.

CNN is used by many researchers in the field of studies
on bearing to extract latent features [18], [24]-[26], [30],
which proves the effectiveness of feature extraction on
vibration data.

B. Deep Auto-encoder

The auto-encoder, consisting of encoder and decoder, is
a type of artificial neural network used in semi-supervised
learning and unsupervised learning. In the traditional linear
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Fig. 2: The auto-encoder network.

case, researchers prefer to use principal component analy-
sis (PCA) to reduce dimension, but for unstable nonlinear
vibration data, PCA is powerless, ISOMAP [15] are used
to reduce one dimensional HI under the eight extracted
features. The deep auto-encoder compresses the input data
into a latent spatial representation, which is represented by
h = f(x). This part of the decoder reconstructs the input
from the latent representation, which are represented by
the function s = g(h), that is, s = g(f(z)). Where z is
the input data, f and g are respectively the map function
of encoder and decoder. Therefore, the function of the
encoder is to learn the input information by taking the in-
put information as the learning target. It is usually used in
dimension reduction, noise reduction, and outlier detection
research [31], [32]. The network architecture of the deep
auto-encoder is shown in the Fig.2. The data compression
is mainly completed in two stages. The first stage is the
encoding stage. The input vector © = (x1, x2, T3, ..., Tp)
is compressed into h; = (hgl), hél), hgl), ...,h%ll)) by the
1-th hidden layer of encoder. hgj ) represents the i-th node
value of the j-th hidden layer. n; of hﬁfl) is equal to the
number of neural nodes in the j-th hidden layer. Then n;
is compressed as hy = (hg),hg),hg), ...,h%)), then hg
is compressed as h3 = (hf’)) by the 2-th hidden layer
of encoder, then decoded as h} = (hgl),hgl),...,hgl))
by the first hidden layer of decoder, and then h) =
(h?), hé”, o h%)) decoding by the second hidden layer
of decoder, and finally decoded as = = (x}, x5, ..., 2}, ),
which is the obtained output of auto-encoder and the for-
ward propagation process, marked as h,, (), and then the
parameters will be updated by the mean of gradient learn-
ing in backward propagation hy,,(z) = = >0 (2 —x)2.
By using the gradient optimization method, for example,
stochastic gradient descent [33], Adam [34], Adagrad [35],
the network weights w, b are optimized to reduce the value
of the loss function of the forward propagation.

C. Gated Recurrent Units

Gated Recurrent Units (GRUs) is a type of recurrent
neural network (RNN). Compared with LSTM, GRUs can
achieve considerable results, which is easier to train and
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Fig. 3: The structure of GRUs.
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Fig. 4: The inner structure of GRUs.

can greatly improve the efficiency of training process. The
structure of GRUs shown in Fig.3. is the same as that of
ordinary RNN. z; is a current input, and the hidden state
is passed from the previous node h;_;, which contains
information about the previous node. Combining z; with
ht—1, GRUs will get the output of the currently hidden
node and the hidden state passed to the next node.

First, we obtain the two gating states through the last
transmitted state h;_; and the current node input x;. As
shown in Fig.4., r is the gating to control reset and z is
the gating to control to update.

r=oc(W"h', 2")
z=oc(WZ?h'™, 21)

Where o is a activation function, through which the
data can be transformed into a value in the range of 0 and
1, thus acting as a gating signal. After getting the gating
signal, first use reset gating r to get the data h;_; = hy_17,
then splice h;_; with the input x, finally a activation
function tanh is used to shrink the data obtained by
splicing to the range of -1 and 1.

(D

n = tanh(Wh'™Y zt)) )

Where i’ mainly includes remembered last moment h; 1
and the current input x;.

"* in Fig.4. represents Hadamard Product, which means
that the corresponding elements in the operation matrix
are multiplied, so it is required that the two multiplication
matrices are of the same type. ‘4’ represents the matrix
addition operation.
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Fig. 5: The flowchart of stage 1 in CNN-DeepEncoder.

Updating memory is the critical step. Unlike LSTM,
GRUs uses the same gating z for forgetting and selective
memory.

Rt =zxh'™t (1 —2)xn

yt = o(Wh) ©)

Where former part indicates selective “forgetting” of
the original hidden state and forgetting some unimportant
information, and the latter part means memorizing the
information containing the current node. y, is the output
of the GRUs. It is worth mentioning that the value of z
ranges from O to 1, and the larger the value, the larger
the weighting factor of the hidden state at the previous
moment.

Overall, GRUs have one less internal parameter for
gating. Therefore, in practical applications, considering the
computing power and time cost of hardware, most scholars
will choose the more practical GRUs to engage in related
research [36]-[38].

This section has presented the foundation needed for
the proposed network. The next section will introduce the
detailed architecture and implementation of the proposed
method in this paper.

III. PROPOSED METHOD

This section mainly introduces the network structure
of the proposed algorithm, which is divided into two
parts: stage 1 and stage 2. The purpose of stage 1 is
the feature extraction and dimension reduction for HI
construction, and the purpose of stage 2 is to learn time-
series information from the result of stage 1 and to output
an estimated RUL closer to the actual label as possible.
The Fig.7. shows the learning flowchart of the whole
process. In this paper, the proposed method is called
CNNDeepEncoder+GRUs (abbreviated as CDEGRU). The
CNNDeppEncoder stage 1 is offline training.

1) Stage 1: Stage 1, also called CNN-DeepEncoder,
is effective feature extraction and dimension reduction
method. Combined with nonlinear representation ability of
CNN [21], [24]-[26], [30] and dimension reduction ability
of encoder [31], [32], so as to better convert the nonlinear
vibration data to dense low-dimensional HIs. Fig.5. is the
architecture diagram of the CNN-DeepEncoder stage of
the proposed algorithm. The solid line is the forward prop-
agation, and the dashed line is the backward propagation.

The stage 1 HI construction contains convolutional
layers C1 and C2, pooling layers P1 and P2, and four
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Fig. 7: The whole flowchart of method proposed in this
paper.

fully-connected layers F1, F2, F3, and F4. The raw data
are input and passed into the first convolutional layer C1
and max-pooling layer P1, and in turn output of P1 is
passed into the C2. After the output of P2 is flatten, then in
turn the features extracted are fed into the fully connected
layer F1, F2, F3, F4, which constructs into HI containing
a single element.

2) Stage 2: Based on stage 1, GRUs are used in stage
2 for time series learning. GRUs contain a pooling layer
and two GRUs layers, generates a predicted RUL, then
calculates the error loss with the actual RUL, and then
performs backward propagation to update parameters. The
input of the GRU s is the specific series of extracted feature
data of the penultimate layer of stage 1, which obtain an
RUL predicted value, and then through loss calculation
and post-propagation gradient learning to narrow the value
between the predicted RUL and the actual RUL. The Fig.6.
shows the training flowchart of the GRUs in stage 2. The
solid line indicates forward propagation, and the dashed
line indicates backward propagation. Overall, the value
of neural nodes in the CNN-DeepEncoder stage 1 are
connected into a series of data, which fed into the GRU
model that outputs a predicted RUL, then loss between the
predicted RUL and the actual RUL are calculated. Finally,
the loss is minimized after many iterations to achieve
parameters optimization.

IV. EXPERIMENTAL STUDY

This chapter includes the experimental datasets, imple-
mentation details, compared approaches, and the experi-
mental result and analysis. Experimental results are made
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Fig. 8: Data augmentation in this study.

up of prognostic performance, feature visualizations, and
the effect of the time window and batch size.

A. Dataset

The proposed method is verified on two datasets:
FEMTO [39] and XJTU_SY dataset [22].

1) FEMTO [39]: , FEMTO dataset was collected on the
PRONOSTIA that consists of three main parts: a rotating
part, a degradation generation part, and a measurement
part. This dataset includes 17 run-to-failure bearings under
varying three conditions as shown in Table I. For each
bearing, 2560 data points are collected on 0.1 s of every 10
s with a sampling frequency of 25.6 kHz. For more degra-

Condition Load(N) Speed(rpm) Name

Al-1, Al1-2, Al-3, Al-4,

1 4000 1800 ALS, A1-6, Al-7
A2-1, A2-2, A2-3, A2-4,

2 4200 1650 A2-5. A2-6, A2-T

3 5000 1500 A3-1, A3-2, A3-3

dation information, this study also uses two-directional
data. The training datasets are the first two bearing in
each condition. The test datasets are the remaining bearing,
where Ai-j represents the j-th bearing of i-th condition
on the FEMTO.

2) XJTU-SY dataset: The XJTU-SY dataset was col-
lected by the Xi’an Jiaotong University and the Changxing
Sumyoung Technology Company [22]. 32768 data points
are collected on 1.28 s of every minute with a sampling
rate of 25.6 kHz. The process of tests of bearing is
stopped when the amplitude of the vibration signal is
higher than 20 g for protecting the testbed. There are two
PCB 352C33 accelerometers are placed on the housing of
the tested bearings, which are respectively on the vertical
and horizontal axis. For more degradation information, this
study also uses two-directional data. The information of
the XJTU-SY dataset is shown in Table II. In this study, the
training datasets are B1-1/3/4/5, B2-1/5. The test datasets
are B1-2/2/3/4, where Bi-j represents the j-th bearing of
i-th condition on the XJTU-SY dataset.

Radial

. Rotating
Condition force(N)  speed(rpm) Name
1 12000 2100 Bl1-1, B1-2, B1-3, B1-4, B1-5
2 11000 2250 B2-1, B2-2, B2-3, B2-4, B2-5

B. Data Preprocessing and Performance Metrics

In this study, the data augmentation mechanism shown
in Fig.8. is applied on XJTU-SY. A recorded sample
with 32768 data points was evenly cut into 16 samples

with 2048 data points. For the 16 samples of a recorded
sample with 32768 data points, every one sample with
2048 data points participate in training as an independent
sample, and their ground truth is the same as each other.
When verified, the recorded sample’s predicted RUL is the
average of 16 sub-samples.

The experimental environment is based on the config-
uration of the GTX1050Ti graphics card and the pro-
gramming language is python. Mean Square Error (MSE)
is used as a loss function. Adam optimization algorithm
in the back-propagation learning process is used for the
update of model parameters, and other relevant parameters
are as shown in the Table III.

TABLE III: The parameters used in CDEGRU.

Parameters Value Parameters Value
Epochs in stage 1 300 Learning rate le-3
Epochs in stage 2 500 Batch size 32

Dropout 0.15 Niw 50

Performance metrics are the most important consider-
ation in experimental research, and their choice directly
determines the scientificity and fairness of experimental
research. In this experimental study, three performance
evaluation criteria were used to measure the perfor-
mance of the experiment: mean absolute error (MAE),
root mean square error (RMSE), and mean absolute
percentage error (MAPE). Suppose the predicted value
is 9 = {91,92,93,-.,0n} and actual value is y =
{y1, Y2, Y3, ---, Yn }. MAE is the mean absolute error, which
can better reflect the actual situation of the predicted error.
The definition of MAE is shown in Eq. (4).

1 n
MAFE = — Ji — Yi
. ; g — i 4)
RMSE, which measures the deviation between the ob-
served value and the true value. Commonly used as a
standard for measuring the prediction results of machine
learning models. The definition of RMSE is shown in Eq.

).

RMSE = (5)

MAPE is used to evaluate the errors of different models
in the same data set. The definition of MAPE is shown in
Eq. (6).

n

1
MAPE = - ;

Yi — Yi
Yi

(6)

C. Compared Approaches

To explore the advantages and disadvantages of feature
extraction and dimension reduction between CNN, DNN,
and encoder. This paper proposes to use the following
five methods as baselines to compare with the proposed
method. CNN contains five convolutional layers and three
fully connected layers. DNN contains two convolutional
layers and eight fully connected layers. To maintain a
fair comparison as much as possible, the input and output
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have the same size in stage 1 and stage 2. The algorithms
compared in this paper are as follows:

(1)CNN: Only CNN in stage 1 and no stage 2. The
output of the last layer of CNN in stage 1 is the estimated
RUL.

(2)DNN: Only DNN in stage 1 and no stage 2. The
output of the last layer of DNN in stage 1 is estimated
RUL.

(3)CDE: The CDE method is implemented as one of
baseline. Specifically, stage 1 have CNN and the encoder,
but no stage 2. The output of the last layer of the encoder
in stage 1 is the estimated RUL.

(4)CGRU: The CNN_GRU method, including CNN of
stage 1 and GRUs of stage 2, is implemented as one of
baseline. Specifically, the input of GRUs in stage 2 is from
the output of the penultimate layer of CNN in stage 1.

(5)DGRU: The DNN_GRU method, including DNN in
stage 1 and GRUs in stage 2, is implemented as one
benchmark. Specifically, GRUs’ input comes from DNN’s
output in stage 1.

D. Experimental Results

This part gives experimental results and performance
analysis, mainly including prognostic performance, feature
visualizations, and effects of varying time windows.

1) Prognostic performance: The main content of this
part is the verification results of the proposed experi-
ment CDEGRU and baseline experiment. The verification
results are shown in Table IV and Table V. The last
column ‘ave’ represents the average of all test sub-datasets.
Because the value range of RUL is between O and 1, the
values of MAE and RMSE are amplified 100 times larger
than the actual result for a clear view. Note that when
verified on XJTU-SY, the number of training iterations in
stage 1 is 200, the number of training iterations in stage
2 are 300, the batch size is 16, and other parameters are
same as on FEMTO’.

From Table IV and Table V, CDE is better than CNN
and DNN, CDEGRU is better than CDE, CGRU, and
DGRU. In the test sub-datasets of each column, almost
the smallest MAE and RMSE come from the CDEGRU.
It shows that CDE has considerable advantages in non-
linear feature extraction and dimension reduction. And
GRU s play an indispensable role in time series information
learning. According to MAPE in Table IV and Table V,
it turns out the proposed method is better than other
baselines, especially for Table V the performance on the
XJTU-SY are more significant.

Fig.9. gives out the result of RUL estimation on two
bearings Al1-4 and Al-5 of FEMTO.

Note that in Fig.9 the abscissa represents time, the unit
is 10 s, and the ordinate is RUL percentage. In Fig.9., the
estimated RUL of Al-4 and A1-5 are basically kept near
and below the ground truth, and Al-4 and Al-5 are all
almost close to actual RUL before failure. A1-4 shown
in Fig.9(a) appears to have two stages. The first stage is
probably between 0 and 500 of the life span, followed
by the second stage. Specifically, in the first stage, the
estimated value and the true value are almost kept at a
similar slope, and for the last stage, the estimated value
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Fig. 9: The RUL estimation on FEMTO:(a)A1-4(b)A1-5.

and the true value basically coincide. Different from Al-
4, A1-5 shown in Fig.9(b) appears to have three stages.
In the initial stage, which is the first quintile of the near
life span, the estimated values remain between 0.85 and
0.78 and slowly decrease. In the middle of the second
and third quintiles, the estimated value began to decrease.
Although in this range the estimated value is lower than
the true value, it can provide on-site engineers with early
warnings so as not to be too late to overhaul the bearings.
After that is the last stage, the estimated value basically
fluctuates around the true value. Compared with the initial
and intermediate stages, the accuracy of the last stage is
higher.

2) Feature visualizations: The data of feature visual-
izations in this section come from the one-dimensional HI
of the last layer in stage 1 and the HI of GRUs in stage
2. Fig.10. gives estimated RUL and HI of A1-3 and A1-4.
From Fig.10, we can see that whether it is A1-3 or Al-4,
the HI fluctuates larger than the estimated RUL, and RUL
estimation inherits HI construction’s degeneration trend. It
is more obvious in Fig.10(a) that the estimated RUL are
closer to the true degradation situation than the HI, such
as between 200 and 300 and between 1000 and 1400 of
life span.
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TABLE IV: Performance comparisons of different methods on the FEMTO.

Methods  Metrics Sub-datasets
Al1-3  Al4 Al-5 Al-6 Al-7 A2-3 A24 A25 A2-6 A2-7 A33 Ave
MAE 10.5 20.5 13.2 13.3 16.3 37.8 40.3 11.7 15.0 41.0 22.1 220
CNN RMSE 134 253 16.3 16.2 21.6 43.2 47.5 14.3 19.4 44.3 26.0 26.1
MAPE 272 329 272 254 325 106 96 260 201 168 207 226
MAE 5.5 15.7 13.7 17.3 14.3 30.5 37.0 19.3 11.7 42.7 21.6  20.8
DNN RMSE 6.4 194 16.7 19.9 19.9 359 42.1 24.8 15.0 45.6 24.1 24.5
MAPE 26.3 32.7 253 24.0 32.2 10.1 5.5 13.5 19.2 17.8 18.7 20.5
MAE 6.9 14.3 11.5 15.6 13.8 31.3 35.2 15.6 10.2 38.8 19.6 19.3
CDE RMSE 8.8 17.6 14.5 18.5 18.5 37.3 42.1 19.9 14.0 42.4 23.6 234
MAPE 25.7 32.1 25.1 224 30.4 11.0 10.6 18.7 19.7 16.0 19.8  21.0
MAE 52 184 150 125 163 343 371 122 137 425 174 204
CGRU RMSE 6.5 22.1 17.6 13.8 20.8 394 434 14.2 16.8 45.6 20.5 237
MAPE 25.8 31.7 26.2 24.5 32.3 8.5 3.5 24.4 16.6 12.4 225 208
MAE 5.9 15.8 14.5 14.2 13.6 26.5 34.8 20.2 13.3 36.8 234 199
DGRU RMSE 78 196 177 171 179 332 396 263 187 406 267 241
MAPE 24.3 31.5 24.4 222 29.3 9.8 9.1 18.9 18.5 14.2 17.5 200
MAE 4.6 12.8 8.4 13.2 14.7 29.6 32.0 8.6 7.7 38.9 19.5 17.3
CDEGRU RMSE 5.9 14.7 9.6 18.9 19.7 34.0 38.6 10.8 9.9 42.0 219 206
MAPE 256 310 250 222 292 102 79 120 172 118 184 19.1
TABLE V: Performance comparisons of different methods
on_the XJTU dataset
Method Metrics Sub-datasets
} Bl1-2 B2-2 B2-3 B24 Ave
.Nm Estimated RUL MAE 229 18.3 20.2 27.8 223
L gg- Y i CNN RMSE 27.0 20.9 25.2 29.7 257
E ) i Health Indicator MAPE 262  29.1 9.2 1.0 164
= % MAE 19.1 15.2 20.1 332 219
S 6 Ty DNN RMSE 255 186 237 404 270
= ™ MAPE 216 286 76 08 147
= m’b MAE 194 150 189 251 196
€0 0.4 - F e CDE RMSE 259 17.6 229 318 245
= % MAPE 06 312 0.6 04 82
] / L2 Estimated RUL MAE 222 167 21.1 217 204
= S L AN CGRU RMSE 26.9 19.6 24.5 26.6 244
o 0.2 =
£ Health Indicator ”‘-’é&ﬁmn \ MAPE 159 249 55 08 118
= ' ‘ N\, MAE 190 153 227 336 226
a 0.0 R Y & DGRU RMSE 249 18.5 26.0 41.1 27.6
M‘ MAPE 177 239 67 08 123
w@w MAE 17.4 14.0 19.5 14.6 164
. . . . . . . . CDEGRU RMSE 221 172 232 177 20.1
o] 200 400 6.00 800 1000 1200 1400 MAPE 23 282 0.5 0.9 8.0
Time(10s)
(a) A1-3
3) Time window: In the experimental implementation
084 ?M, Estimated RUL on the two public datasets, the pre-set time window Ny,
3 Y . of GRUs in stage 1 and stage 2 respectively are 30, 50,
= 4 Health Indicator = . . .
g A and 100. In addition, the value of the time window is pre-
%‘*"'6' set, it only represents the max sequence length. Because
s ¢ _ before training, the sample sequence length is a random
L o4l L Healtp Indicator number from half of N, to Ny,,. When the length doesn’t
*g \ \,, exactly equal to Ny, the remaining part(s) that V¢, minus
é ./’W the random number will be replaced by zero. Therefore,
3 021 — ‘h the size of the time window is not a fixed length in the
o ,/'
= Estimated RUT. absolute sense.
B L
M 0.0 1 é
TABLE VI: Parameters used in CDEGRU.
T T T T T Time windows MAE RMSE
o 500 1000 1500 2000 30 193 22.9
Time(10s) 50 19.2 225
(b) Al-4 100 214 243
Fig. 10: The indicator of stage 1 and predicted RUL in
stage 2 for two bearings on FEMTO: (a) A1-3 and (b)
Al-4. Time windows MAE RMSE
30 24.4 294
50 16.4 20.1
100 20.6 24.8
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The results in Table VI are the average on sub-datasets
of FEMTO. The results in Table VII are the average
on sub-datasets of the XJTU-SY dataset. Table VI and
Table VII show the compared result about different time
windows of GRUs in stage 1 and stage 2. From these two
tables, 50 is a more suitable parameter. Too short or too
long will get worse MAE and RMSE.

V. CONCLUSION

The goal of this investigation is how to improve gen-
eralization ability and high practicality. In this paper,
CNN, encoder, and GRU technology are investigated to
estimate RUL for the rotating machine. CNN is used to
extract latent features. An encoder is used to reduce the
dimension of latent features to dense low dimensional
space. For GRU is used to learn time-series information.
The proposed method obtains desirable results and is
promising for industrial applications. Though the proposed
method has an attractive performance, some shift between
varying platform or complexity operating conditions, that
is, data from some different distributions, ought to be paid
more attention. Thus, we are devoting ourselves to RUL
estimation via domain adaptation.
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