
 

  
Abstract—Thresholding based on information divergence is 

an important technique for image segmentation. It has been 
applied successfully in many fields because of its excellent 
performance. Due to its nonsymmetrical characteristic, the 
traditional information divergence has some shortcomings in 
measuring the similarity between different probability 
distributions. Compared with the traditional information 
divergence, the Jensen-Shannon divergence is more accurate in 
measuring the similarity of probability distribution. Based on 
this, a Jensen-Shannon divergence thresholding method for 
image segmentation is proposed. In the proposed method, the 
Jensen-Shannon divergence of the segmented image is 
constructed according to the gray level distribution information 
of the image pixels, and the optimal segmentation threshold is 
calculated according to the principle of minimum divergence. 
Finally, the proposed method is applied to the segmentation of 
non-destructive testing images and medical images, and 
compared with the traditional divergence threshold 
segmentation method and some classical methods. 
Experimental results show that the proposed method achieves 
good segmentation results, and the computation time is less than 
1 seconds for images with size less than 576×768. Therefore, the 
proposed method has a good application prospect and 
promotion value in scenarios with high real-time performance 
requirements. 
 

Index Terms—image segmentation, thresholding, 
Jensen-Shannon divergence, non-destructive testing image, 
medical image 
 

I. INTRODUCTION 
s the basic and key technology of image processing, 
image segmentation plays an important role in modern 

industrial production, such as workpiece surface defect 
detection based on nondestructive testing [1], medical 
auxiliary diagnosis [2-3], agricultural product quality 
monitoring and evaluation [4], forest vegetation monitoring 
and protection [5], etc. Due to the complexity and diversity of 
the real production environment, image segmentation is one 
of the most active technical branches in the field of image 
processing. In order to adapt to different processing tasks, the 
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segmentation technologies based on various discipline 
background knowledge and principles have been developed 
continuously [6-8]. 

In many scenarios, such as product defect detection in 
production process flow operation [9-10] and real-time alarm 
of safety monitoring [11], the whole task needs to respond in 
time. To achieve this goal, the time-consuming performance 
of image processing must be regarded as an important 
consideration index. The threshold segmentation method 
based on image histogram information is widely used in 
scenes with high real-time requirements because of its low 
computational complexity, easy implementation and good 
segmentation accuracy. 

Since the image processing technology is applied to the 
production scenario, the threshold segmentation method 
based on histogram information is also booming. Some 
mature threshold segmentation schemes with good 
performance have been widely used in the field of modern 
industrial production, such as Otsu method [12], minimum 
error method [13], and method based on information entropy 
[14-15] and so on. Among these methods, the cross entropy 
method based on information theory has been widely studied 
and applied in practice [16-18]. Cross entropy, also known as 
relative entropy, information divergence or Kullback-Leibler 
divergence (KL divergence), was first introduced into the 
field of image segmentation by Li and Lee [16]. Because of 
its good performance, the technology has been vigorously 
promoted and developed in nondestructive testing, medical 
diagnosis, target detection and other industries. KL 
divergence has the properties of nonnegativity and 
asymmetry. In essence, KL divergence is a similarity 
measure criterion used to measure two probability 
distributions. When measuring two probability distributions, 
if the points on the two probability distributions are far away, 
the divergence value calculated by KL divergence is 
meaningless. Based on the study of KL divergence by 
different scholars, a symmetric version of divergence 
measurement criterion is proposed. In many literatures, this 
divergence is called Jensen-Shannon divergence or JS 
divergence [19]. JS divergence overcomes the shortcomings 
of KL divergence in measuring the similarity of probability 
distribution. Compared with KL divergence, JS divergence is 
more accurate in judging the similarity of probability 
distribution. Because JS divergence has better performance 
than KL divergence, it has been successfully applied in many 
frontier research fields, such as generative adversarial 
network in deep learning. 

Based on JS divergence, this paper proposes a 
thresholding method for image segmentation, and compares 
the proposed method with the traditional KL divergence 
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thresholding method and some methods widely and 
successfully used in image segmentation, such as Otsu 
method [12], minimum error method [13] and maximum 
entropy method [14], in the application of nondestructive 
testing image and medical image segmentation. 

II. JENSEN-SHANNON DIVERGENCE 
Let Γ={P=(p1,p2,…,pn)} be a complete set of finite discrete 

probability distributions, where pi>0, Σpi=1, n≥2. Let P,Q∈
Γ, JS divergence as a measurement criterion to measure the 
similarity between different probability distributions, and its 
definition is shown in equation (1). 
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III. PRINCIPLES OF IMAGE SEGMENTATION 
Let I be a digital image to be segmented, and its size is m×n. 

In addition, let G be the gray level set of the image, 
G={g0,g1,…,gL}, L=255, g0=0, g1=1, …, gL=255, for 8-bit 
digital images (unless otherwise specified, the images 
mentioned below are 8-bit digital images). Let the number of 
pixels appearing in the gray level i in the image I be hi, that is, 
the frequency of the gray level i in the image I. Counting hi, 
you can get the frequency set of all gray levels of image I, 
here we use H to denote, that is, H={h0,h1,…,hL}. 

A. Thresholding criterion function 
In the process of image thresholding, let t be the threshold 

value obtained, then the thresholding process can be 
expressed by equation (2). 





>
≤

=
tgg
tg

tf
tL

t

，

，g
)( 0                        (2) 

Here, f(t) represents the pixel gray value of the segmented 
image, gt represents the pixel gray value of the image to be 
segmented. 

In order to construct the thresholding criterion function, 
the following conventions are made when the proposed 
method is used to image segmentation. Let t as an optimal 
threshold for image thresholding. The threshold t divides the 
image gray level into two categories, one is defined as 
C0={g0,g1,…,gt}, and the other is defined as 
C1={gt+1,gt+2,…,gL}. At the same time, normalizing the 
image frequency set H, we can get P={p0,p1,…,pL}, 
pi=hi/(m×n). Here, P can be expressed as the frequency 
probability set of image I. 

Let П0={p0,p1,…,pt},П1={pt+1,p t+2,…,pL} denote the 
gray-level frequency probability set of C0 and C1, and use 
ω0= p0+p1+…+pt, ω1= pt+1+p t+2+…+pL represents the total 
gray-level frequency probability of C0 and C1. At the same 
time, let m0, m1 respectively denote the average gray level 
values of pixels about C0 and C1, namely 
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On the basis of the above assumptions, define the JS 
divergence D0 and D1 of C0 and C1. The values of  D0 and 
D1 can be calculated according to equation (1), namely 
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Fig.1 Algorithm flow chart of image thresholding 

 
Then, the total JS divergence D of the image can be 

calculated by equation (7). 
D=D0+D1                                              (7) 

Suppose that when the image is thresholded, the optimal 
segmentation threshold is t*. According to the principle of JS 
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divergence, if the two probability distributions are more 
similar, the JS divergence value is smaller. Based on this, the 
image thresholding criterion function can be defined as 

)(minarg* Dt
t G∈

=                                     (8) 

B. Algorithm flowchart 
When the method proposed in this paper is used for image 

threshold segmentation, the algorithm flow is shown in 
Figure 1. 

IV. ANALYSIS AND COMPARISON OF EXPERIMENTAL 
RESULTS 

In order to verify the effectiveness of the proposed method, 
in the research of this paper, the proposed method is 
compared with the traditional information divergence 
method, that is, the minimum cross entropy method [16]. At 
the same time, the Otsu method [12], the minimum error 
method [13], and the maximum entropy method [14], which 
achieve great success in many application scenarios, have 
also been compared and studied. 

In this paper, the implementations of the all methods are 
based on the Windows 10 platform 64-bit system, the 
machine hardware configuration is Intel(R) Core(TM) 
i7-8550U CPU @1.80GHz 1.99 GHz processor, 16.0 GB 
RAM; programming implementation uses Python+ OpenCV 
environment, the software development tool platform is 
Visual Studio Code, and the software versions of this 
environment are Python 3.9.3, opencv-python 4.5.1.48, 
numpy 1.20.2, matplotlib 3.4.1, and Visual Studio Code 
1.56.2. 

A. Performance evaluation 
Due to the complexity and diversity of images, there is no 

absolute "gold standard" for the performance evaluation of 
image segmentation algorithms. In this paper, we adopt the 
image pixel misclassification rate MR, which is the most 
intuitive and easiest to illustrate the "good or bad" 
performance of segmentation algorithm, as an objective 
evaluation standard. Image pixel misclassification rate MR is 
defined [20] as follows. 

%100
image in the

pixels ofnumber   totalThe
iedmisclassif that was

pixels image ofNumber 
×=MR         (9) 

In equation (9), the number of misclassified image pixels 
refers to the number of pixels that should have been classified 
as background (target) pixels but were wrongly classified as 
target (background) pixels in the image segmentation process.  
Therefore, for equation (9), the smaller the value is, the better 
the performance of the segmentation algorithm will be. For 
the compared image segmentation algorithms, if this criterion 
is selected as the performance evaluation standard of the 
algorithm, it is necessary to have a more “perfect” reference 
segmentation image. These reference images are generally 
segmented images obtained by expert segmentation results or 
excellent algorithms with strong persuasiveness. 

In modern industrial production, some processes require 
high real-time performance, for example, in intelligent 
manufacturing scenarios such as machine vision-based 
non-destructive testing. In these scenarios, the high real-time 

performance advantages of the image threshold segmentation 
method will be perfectly reflected in the task realization 
process. During the experiment, the method proposed in this 
paper was first applied to the segmentation of non-destructive 
testing images. In the selection of test images, considering the 
objective and fairness of the evaluation, some NDT images 
from reference [21] were selected in this subsection. Using 
these images to compare the performance of segmentation 
algorithms has been recognized by many researchers. These 
images not only have the original image to be segmented, but 
also have the result image manually segmented by the expert 
specialized for performance evaluation. Therefore, it is very 
convenient to compare the performance of each algorithm 
objectively based on MR criterion. 

Here, we choose four NDT images to compare the 
algorithm performance. For convenience, the four images are 
named NDT-image1, NDT-Image2, NDT-image3 and 
NDT-Image4 respectively. The original images are shown in 
Figure 2. The sizes of these four images are 51×98, 51×88, 
92×107 and 58×171 respectively, and their gray level 
histograms are shown in Figure 3. The groundtruths of four 
NDT images are shown in Figure 4. 

 

 
Fig.2 NDT images for testing 

 

 
Fig.3 The gray-level histograms of NTD-images 

 

 
Fig.4 The groundtruths of NDT images for testing 
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As can be seen from Fig. 2, the proportion of target pixels 
in the four NDT images to be segmented is relatively low, 
and some pixels are fused with the background. It can also be 
seen from Fig. 3 that the gray level histogram distributions of 
these four images present irregular distribution patterns, 
including single-peak, double-peak and multi-peak 
distribution patterns. In general, when these images are 
segmented using thresholding methods, there is a certain 
degree of difficulty. 

In the experiment, in addition to the Otsu method, 
minimum cross entropy method, minimum error method and 
maximum entropy method mentioned above, the method 
proposed by Xue et al. is also compared with the method 
proposed in this paper. According to the description of 
reference [22], the method proposed by Xue et al. has 
achieved good results in the segmentation of NDT images. 
For the sake of convenience, these methods are respectively 
referred to as Otsu method, MCE method, MET method, 
MaxE method, Xue method and the proposed method in the 
following sections. Fig. 5-8 lists the segmented results of 
NDT images obtained by these methods. 

Fig. 5 shows the segmented results of NDT-image1. 
Compared with the groundtruth of NDT-image1 shown in 
Fig. 4, it can be seen from Fig. 5 that the results obtained by 
MCE method and the proposed method are better than those 
obtained by other methods. The results obtained by Otsu 
method and MaxE method are slightly inferior to those 
obtained by MCE method and the proposed method. The 
worst results were obtained by MET method and Xue 
method. 

 

 
Fig.5 The segmented results of NDT-image1 

 
Fig. 6 shows the segmented results of NDT-image2. It can 

be seen from Fig. 6 that there are shortcomings in all methods. 
Comparatively speaking, Xue method achieves a better result, 
but it is slightly over-segmented. The result of MET method 
is also good, but there are some noise pixels in the segmented 
result. The results obtained by the proposed method and 
MCE method are inferior to those obtained by Xue method 
and MET method, and there are more noise pixels in the 
results. The worst results were obtained by MaxE method. 

 

 
Fig.6 The segmented results of NDT-image2 

 
Fig. 7 lists the segmented results of NDT-image3 for each 

method. As can be seen from Fig. 7, the results obtained by 

Otsu method, MCE method and the proposed method are 
roughly similar. Compared with Fig. 4, the results obtained 
by these three methods are basically the same as the 
groundtruth of NDT-image3. The results obtained by MET 
method and Xue method are relatively poor, and the real 
object in the image cannot be distinguished basically. For the 
MaxE method, there are many noise pixels in the results of 
this method. 

 

 
Fig.7 The segmented results of NDT-image3 

 
Fig. 8 lists the segmented results of each method on 

NDT-image4. Compared with the groundtruth of 
NDT-image4 in Fig. 4, it can be seen from Fig. 8 that the 
results obtained by the proposed method, MCE method, and 
Otsu method are better than those obtained by the MET 
method, MaxE method, and Xue method. 

 

 
Fig.8 The segmented results of NDT-image4 

 
Table I lists the optimal segmentation thresholds obtained 

by each method on four NDT images. 
TABLE I 

THE OPTIMAL THRESHOLDS FOR NDT IMAGES 
Method NDT-image1 NDT-image2 NDT-image3 NDT-image4 

Otsu 113 112 175 115 
MET 169 91 203 71 
MaxE 117 114 183 76 
Xue 169 78 203 83 
MCE 110 108 174 101 

Proposed  111 108 175 106 
 

It can be seen from Table I, the optimal thresholds 
obtained by the proposed method are close to those obtained 
by the minimum cross entropy method (MCE method). The 
MCE method has achieved many successful applications in 
practical scenarios. The optimal thresholds obtained by the 
proposed method are similar to that of the MCE method, 
which proves the validity of the proposed method from 
another aspect. Compared with the gray level histograms 
shown in Fig. 3, the optimal thresholds obtained by the 
proposed method, MCE method, Otsu method and MaxE 
method are closer to the valley of the histogram distributions. 
When the thresholding method is applied to image 
segmentation, the threshold located near the trough region of 
the histogram distribution can achieve better segmentation 
effect. From the perspective of visual observation, this point 
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is also relatively consistent with the segmented results in Fig. 
5-8. 

Table Ⅱ lists the results of pixel misclassification rate MR 
values of each method on the segmentation of NDT images. 

TABLE Ⅱ 
THE COMPARISON OF MR VALUES OF SEGMENTED RESULTS FOR NDT IMAGES 
Method NDT-image1 NDT-image2 NDT-image3 NDT-image4 

Otsu 0.01961 0.12366 0.00122 0.00756 
MET 0.85854 0.02830 0.59275 0.05051 
MaxE 0.03842 0.13570 0.03545 0.03922 
Xue 0.85854 0.02028 0.59275 0.03075 
MCE 0.01341 0.10183 0.00406 0.01563 

Proposed 0.01441 0.10183 0.00122 0.01240 
 

As can be seen from Table Ⅱ, the Otsu method obtains the 
minimum MR value on NDT-image3 and NDT-image4, the 
proposed method obtains the minimum MR value on 
NDT-image3, and the Xue method obtains the minimum MR 
value on NDT-image2. The MCE method obtains the 
minimum MR value on ndT-imag1. If the number of the first 
and second smallest MR values on each image is counted, the 
number is 3 for the proposed method, that is, the MR values 
obtained by the proposed method on NDT-image1, 
NDT-image3 and NDT-image4 are the smallest or the second 
smallest. Other methods only obtain the smallest or second 
smallest MR value on one or two images. From this point, the 
result obtained by the proposed method is slightly better than 
those obtained by other methods. 

In industrial applications, the task processing based on 
machine vision requires real-time feedback in many 
scenarios. Therefore, the time performance of the processing 
system in these scenarios is also a factor that must be 
considered. Threshold segmentation methods generally 
consume less time, so in these scenarios, compared with other 
time-consuming algorithms, image threshold segmentation 
methods have been more widely used in practice. Here, in 
order to verify the time-consuming performance of each 
method compared in this paper, Table Ⅲ lists the calculation 
time-consuming of each method for threshold segmentation 
of four NDT images. 

TABLE Ⅲ 
THE COMPARISON OF TIME CONSUMING OF THRESHOLD SEGMENTATION FOR 

NDT IMAGES (SECOND) 
Method NDT-image1 NDT-image2 NDT-image3 NDT-image4 

Otsu 0.0770 0.0650 0.1340 0.0584 
MET 0.0289 0.0249 0.0456 0.0264 
MaxE 0.0174 0.0169 0.0288 0.0160 
Xue 0.0219 0.0189 0.0311 0.0200 
MCE 0.0164 0.0147 0.0250 0.0170 

Proposed 0.0170 0.0159 0.0249 0.0167 
 

As can be seen from Table Ⅲ, for the four tested NDT 
images, the time of segmentation of the six methods is all less 
than 0.1 seconds. In comparison, the proposed method, MCE 
method and MaxE method need less computing time. 
Therefore, in terms of time performance, the proposed 
method can meet the application scenarios with high 
real-time performance requirements. 

B. Medical image segmentation experiment 
In medical diagnosis, if image processing technology can 

be successfully applied in medical image processing, the 
complexity of medical image file processing by medical staff 
can be greatly reduced and the efficiency and accuracy of 

medical diagnosis can be improved [23]. Threshold 
segmentation method based on image cross entropy has also 
been successfully and widely used in medical practice [24]. 
Here, we apply the proposed method to medical image 
segmentation to further verify the performance and 
application prospects of the proposed method. 

Fig. 9 shows a blood cell image and a medical human 
chromosome [2] image. 

 

 
Fig.9 Medical images 

 
In clinical pathological examination, the classification and 

statistics of blood cells is an important and complicated work. 
In these scenarios, medical image analysis technology is 
often used for auxiliary statistical analysis. Chromosome 
karyotype analysis through chromosome structure 
visualization is a lengthy and repetitive but very important 
work in the clinical diagnosis of genetic defects. The work 
intensity of doctors can be greatly alleviated by using an 
effective and automatic machine vision based system for 
auxiliary analysis. Image segmentation is a basic work to 
realize the whole function of auxiliary diagnosis system in 
the above mentioned conventional medical clinical auxiliary 
diagnosis system. In these image segmentation tasks, 
considering the overall time response performance, the 
system mostly achieves the purpose of medical image 
segmentation through thresholding. 

Fig. 10 shows the gray-level histograms of medical blood 
cell images and medical human chromosome images. As can 
be seen from Fig. 10, the pixel gray level distribution of the 
two images is very uneven and sparse. For the blood cell 
image, the gray level distribution presents an irregular 
bimodal distribution without obvious trough point. For the 
chromosomal image, the gray level distribution presents a 
very malformed single-peak distribution. A large number of 
image pixels are gathered at 0 gray level, while the number of 
pixels at other gray levels is very small. 

 

 
Fig.10 The histograms of medical images 

 
Table Ⅳ lists the optimal thresholds obtained by each 

method for the segmentation of two medical images and the 
time required for the completion of segmentation. Here, the 
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size of the medical blood cell image is 265×272, and the size 
of a medical human chromosome image is 576×768. 

It can be seen from Table Ⅳ, the optimal thresholds 
obtained by Otsu method, MCE method and the proposed 
method are similar on blood cell images. The optimal 
thresholds obtained by MaxE method, MCE method and the 
proposed method are similar on chromosome images. 
Compared with the histograms shown in Fig. 10, the 
threshold values obtained by these methods fall near the 
valley point of the histograms. Judging from the gray level 
histogram of the image, the segmentation results obtained by 
these methods should be good. In addition, it can also be seen 
from Table Ⅳ that the proposed method has a comparative 
advantage over other methods on computing time in the 
segmentation of two medical images. Even for the medical 
chromosome image with a size of 576×768, it does not take 
more than 1 second. 

TABLE Ⅳ 
 THE COMPARISON OF OPTIMAL THRESHOLDS AND TIME CONSUMING 

(SECOND) FOR MEDICAL IMAGES SEGMENTATION 

Method 
Blood cell image Chromosome image 

Threshold Computing 
time Threshold Computing 

time 
Otsu 106 0.4971 60 1.8488 
MET 46 0.2386 0 1.1616 
MaxE 171 0.1449 16 0.8903 
Xue 46 0.1889 0 1.0351 
MCE 96 0.1628 13 0.9827 

Proposed 101 0.1623 22 0.9882 
 

 
Fig.11 The segmented results of blood cell image 

 
Fig. 11-12 show the segmented results of medical blood 

cell images and chromosome images by the six methods 
mentioned in this paper.  

As can be seen from Fig. 11, the MET method and Xue 
method appear under-segmentation phenomenon for blood 
cell image segmentation, while the MaxE method appears 
over-segmentation phenomenon. Otsu method, MCE method 
and the proposed method have better results on blood cell 
segmentation. 

 

 
Fig.12 The segmented results of chromosome image 

 
As can be seen from Fig. 12, the Otsu method shows 

over-segmentation phenomenon for chromosome image 
segmentation, and some chromosomes are broken and 
discontinuous after segmentation. The optimal thresholds 
obtained by MET method and Xue method were both 0 on 
chromosome image. By observing the segmented results, 
some chromosomes appeared adhesion. The segmented 
results obtained by MaxE method, MCE method and the 
proposed method are better. 

V. CONCLUSION 
Using information divergence (cross entropy) as a 

criterion function for image thresholding is a technique that is 
widely used and has achieved great success in the field of 
image segmentation. Traditional information divergence has 
some shortcomings in measuring the similarity of probability 
distribution because of its asymmetry. Based on this, this 
paper proposes a thresholding method for image 
segmentation based on Jensen Shannon divergence, which 
overcomes the deficiency of traditional information 
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divergence. The proposed method is applied to the 
segmentation of industrial nondestructive testing images and 
some medical images. The effectiveness of the proposed 
method is verified by comparison with other methods. 

Experiments on a large number of images show that the 
optimal threshold obtained by the proposed method is 
generally between the well-known maximum interclass 
variance method (Otsu method) and the minimum cross 
entropy method (MCE method), which can make up for the 
shortcomings of Otsu method and MCE method. In addition, 
for the method proposed in this paper, it is realized by 
programming in Python language.  For the segmentation of 
various images, the time-consuming performance of the 
proposed method is also more eye-catching. It took no more 
than 1 second to segment an image with a size of 576×768. 
Therefore, considering the segmentation effect and real-time 
performance, the method proposed in this paper has good 
application and promotion value, and the application 
scenarios of engineering practice are broad. 
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