
 

  

Abstract— The intelligent chatbot has many applications in 

the real world, especially for supporting e-learning. An 

educational chatbot requires a complete knowledge base to 

help students to search knowledge content of courses. This 

paper proposes a model for integrating multiple knowledge 

domains, called the Integ-Rela model. Each knowledge domain 

is organized by an ontology Real-model, which is a knowledge 

model of relations. The Integ-Rela model manages the 

knowledge base of an intelligent chatbot that can intellectually 

retrieve information on multiple domains. Moreover, searching 

problems in a field have been studied and solved, and the issues 

for retrieval on numerous knowledge domains. The proposed 

method is applied to construct an intelligent chatbot for 

searching programming content in a university's Introduction 

to Programming and Object-oriented Programming courses. It 

can act as a tutor by providing the required knowledge of both 

approaches to students. The experimental results show that it is 

the potential to apply in practice. 

 
Index Terms— intelligent chatbot, knowledge base, ontology, 

knowledge engineering, e-learning 

 

I. INTRODUCTION 

NOWLEDGE representation in education significantly 

improves the performance of knowledge acquisition, 

synthesis, and inference [1, 2]. For building intelligent 

systems for science and technology education, engineering, 

and mathematics (STEM) education [3, 4], knowledge 
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representation plays a vital role in organizing the knowledge 

bases of those intelligent systems [5]. 

In education, the intelligent searching bot has a 

knowledge base supporting conversations and finding 

appropriate knowledge for users [5, 6]. Its knowledge base 

has to adequately represent the contents of courses and give 

learners communication as an instructor [3, 7, 8]. 

Ontology is an effective method to improve the interface 

between data and search requests to bring results closer to 

user research requirements [9]. Furthermore, there are also 

ontological integration methods that have been applied in 

the knowledge fields related to medicine [10] and education 

[11, 12]. Semantic sensor network (SSN) ontology for 

dynamic IoT sensor data is also used through K-means 

clustering, new knowledge is extracted from input data, and 

semantic information is used to update the original ontology 

[13]. However, those methods are not suited for structuring 

a chatbot's knowledge base because they do not include any 

components to handle the user-chatbot communication. 

Rela-model is an effective model for representing 

relational knowledge domains [14]. Its foundation includes 

the structures of concepts, relations between ideas, and 

inference rules of the domain. Rela-model is also helpful to 

apply for designing the knowledge bases of searching bots 

[15]. This study proposes a model for integrating multiple 

knowledge domains, called the Integ-Rela model. Ontology 

Real-model organizes each knowledge domain. The 

integration is worked based on the combination of concepts 

and linked rules between parts. The Integ-Rela model is 

used to manage the knowledge base of an intelligent chatbot 

that can retrieve the knowledge on multiple domains. 

Moreover, for making conversations on chatbot, its 

knowledge base is added to store general scripts of practical 

communication. Besides searching problems on a field, 

some difficulties for retrieval on multiple knowledge 

domains of a chatbot are designed. The built chatbot 

equipped with a complete knowledge base increases its 

searchability based on practical knowledge content on 

multiple domains. It can act as a tutor by providing users 

with the necessary information. 

The proposed method is applied to construct an 

intelligent chatbot for searching programming contents in 

the Introduction to Programming (I2P) and Object-oriented 

Programming (OOP) courses in a university. This chatbot 

plays as a tutor to communicate with undergraduate students 

in Vietnamese.  It helps the learner discover the content of 

lessons and definitions, apply them in practice, and get 

information related to search results [16]. This chatbot can 

be used for self-learning and enhance their skill of 

programming in those courses. 
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The following section presents some related works. 

Section 3 describes two integrating models: the model 

integrating between ontology Rela-model and the structure 

of scripts, and the model integrating multiple knowledge 

domains which have Rela-model form. Section 4 presents 

some searching problems on a knowledge domain and 

multiple knowledge domains of an intelligent chatbot. 

Section 5 presents the experimental results of a question-

answering chatbot supporting the learning of I2P and OOP 

courses in the Information Technology (IT) curriculum at 

universities. Section 6 compares the designed chatbot with 

others based on the criteria of an intelligent system in 

education. Section 7 summarizes the paper.  

II. RELATED WORK 

Chatbots have become more common in today's society 

with the development of artificial intelligence such as 

healthcare helpdesk systems to answer complex medical 

problems [17, 18], an Ontology-based dialogue management 

system for banking and financial dialogue systems [19], 

natural language processing, information retrieval, technical 

knowledge, ... The main goal of these chatbots is to become 

a trusted companion by providing the necessary information 

as requested by the user. However, these chatbots are still 

ineffective in supporting users to find academic knowledge 

so that they can self-study based on the semantics of the 

input queries of a previously asked conversation. 

An online Question and Answer (QA) Healthcare 

Assistant system, called HHH, is a chatbot that applies an 

association model consisting of a knowledge graph and a 

model text analogy to answer complex medical questions 

[20]. The knowledge graph of HHH is built from medical 

data collected from the Internet. However, this bot is 

designed as a medical chatbot and is not pedagogical when 

assisting students. 

The banking and finance sector holds excellent potential 

for context discrimination through a rich product set and 

specificity of proper nouns, entities, and named verbs. The 

study in [19] uses ontology as both a knowledge base and a 

basis for dialogue and composition managers. The 

knowledge base and the dialogue management component 

are linked in a certain sense. However, it does not have the 

knowledge base to solve the problem automatically.  

In e-learning, a chatbot is a helpful tool to help with 

admissions advice [21, 22]. It gives some tips and guides 

learners to solve problems automatically. The tutoring of the 

chatbot simulates a teacher's tutoring method for students in 

reality [8, 23]. The searching chatbot helps users retrieve 

appropriate knowledge content, query on knowledge 

classifications, and recommend related knowledge for 

students [12, 24]. 

Educational apps have pedagogical criteria to provide 

helpful knowledge for courses. They require a knowledge 

base organized based on the course outline. Answering 

knowledge questions related to the content of the courses, 

the chatbot can naturally communicate with students like a 

teaching assistant or explain missing knowledge to students. 

It can use natural queries to retrieve knowledge from users 

that matches their requirements. The chatbot must be 

equipped with natural language processing to analyze the 

meaning of the entered queries in order to share with users 

easily [25, 26]. From that, it can extract the correct content 

matching the request from the user. Moreover, the chatbot 

can recommend more knowledge related to the content 

found by searching. This relevant knowledge can provide 

students with a deeper understanding of what to search for. 

Besides, the knowledge includes many sub-domains, the 

method for organizing the knowledge base has the 

mechanism for knowledge integration. The integration has 

two kinds: integrating between components in a domain and 

integrating between sub-domains. This study presents a 

method for knowledge integration via a kernel as a relational 

knowledge model. 

III. INTEGRATING KNOWLEDGE BASE FOR AN INTELLIGENT 

CHATBOT 

An intelligent chatbot for intellectual searching needs an 

adequate knowledge base to organize the knowledge 

domain. In the real world, the knowledge is extracted from 

multiple knowledge domains. This section presents a 

method to integrate knowledge bases that forms a 

knowledge model of relations, the Rela-model [14]. The 

integrating model can build the knowledge base of an 

intelligent searching chatbot, including many knowledge 

domains. 

A. Ontology Rela-model 

Definition 3.1 [14]: A knowledge model of relations, 

called the Rela-model, consists of three components:  

(C, R, Rules) 

C is a set of concepts, and each concept is a class of 

objects; R is a set about relations between concepts in C, 

and Rules is a set of inference rules of the knowledge 

domain. 

Each concept c  C is a class of objects. It has an 

instance set Ic. The structure of each objectis a tuple (Attr, 

Inner, Proper, Key), where, Attr is a set of attributes of a 

concept, Inner is the set of inner-relations between attributes 

in Attr, Proper is the set of properties of the corresponding 

concept, and Key is a set of keywords related to other 

concepts. 

 Example 3.1: In the courses of Introduction to 

Programming and Object-oriented programming (OOP), 

there are some concepts as follows: 

 • ALGORITHM (in the course of Introduction to 

Programming) - the concept of algorithms  

  Attr := {Name, Chapter, Content} 

  – Name: The name of the Algorithm. 

  – Chapter: The chapter to which algorithm belongs to. 

  – Content: The definition and content of the algorithm. 

 Inner := {belong to} 

  – Name belong to Chapter  

 Proper := {} 

 Key := set of keywords of the algorithm. 

 • CLASS (in OOP course) - concept about Class. 

  Attr := {Name, Chapter, Content, Action, Usage} 

  – Name: The name of Class 

  – Chapter: The chapter which Class belongs to. 

  – Content: The definition and content of the Class. 

  – Action: The set of actions is able in Class. 

  – Usage: How to use Class. 

 Inner := {belong to, performance} 

  – Name belong to Chapter 

  – Usage is performance of Action 

  Proper := {}           Key := set of keywords of the class.  

R - set of relation 
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 There are two kinds of relations between concepts in C: 

R = Rhirerachy  Rrelated_to 

In which: 

 • Rhirerachy is a set of relations as “is-a” between concepts 

and they are able to be considered as inheritance relations. 

ci is_a cj: It means ci is a sub-concept of cj  

and cj.Attr ⊆ ci.Attr (ci, cj  C). 

 Example 3.2: 

    – “Multi-dimensional array” is_a “Array”. It has all 

attributes in “Array”. 

 –  “Friend class” is_a “Class” 

 • Rrelated_to is a set of related knowledge with the main 

knowledge. When operating the proof layer, these rules 

assist in deducing the related knowledge. 

ci related_to cj: It means ci has the relationship with cj  

(ci, cj  C) 

 Example 3.3: 

 – “Program” related_to “Programming language” 

 – “Statement” related_to {“DataTypes”, “Key word”, 

“Typedef”}. It means: 

  ∗ “Statement” related_to “DataTypes” 

  ∗ “Statement” related_to “Keyword” 

  ∗ “Statement” related_to “Typedef” 

 Rules - set of rules 
      Definition 3.2 [14]: Kinds of facts 

        Let K be a knowledge domain as Rela-model. There 

are some facts as follows: 

1. o : c  (c  C, o is an object): o is an object of the 

concept c. 

2. Determine(o) (c  C, o  Ic) : An object o is 

determined. 

3. Determine(c.a) (c  C, a is an attribute of a 

component of  c). 

4. c1  c2  (c1, c2  C,   R) : the relation  

between two concepts c1 and c2. 

 Each rule r  Rules is an inference rule, and it has the 

form: u(r) → v(r), where u(r), v(r) are sets of facts. Facts are 

concrete statements about “properties of 

relations”,“relations between concepts”, “relations between 

attributes of concepts”. 

 Example 3.4:    c1, c2  C: 

  • rule1 : {c1 related_to c2} → {c2 related_to c1} 

  • rule2 : {c1 is_a c2} → {c2.Attr  c1.Attr} 

B. Relations between two knowledge domains 

 In the intellectual content of courses, the learners have to 

study from basic level lessons to high-level lessons. For 

example, some knowledge in the OOP course needs to refer 

to primary content in the Introduction to Programming (I2P) 

course.  

Let K1 = (C1, R1, Rule1) be the first knowledge domain, and 

K2 = (C2, R2, Rule2) be the second knowledge domain as 

Rela-model. Then, the relations between K1 and K2 can be 

presented as:  

(c1i, r1i, rule1i)  (c2i, r2i, rule2i) 

In which  is the relations between two knowledge 

domains. It is: “related to”, “link to”. 

                (c1i, r1i, rule1i)  (C1, R1, Rule1) 

            (c2i, r2i, rule2i)  (C2, R2, Rule2) 

Example 3.4: The declaring of some concepts in the OOP 

course related to the declaring others in the I2P system. For 

example, it displayed the idea "Class" in OOP related to 

reporting its attributes.  

    class <class name> 

       { 

            <access modifiers> <variable name> <variable 

datatype>; 

        <access modifiers> <function>; 

        } 

The declaring of attributes in Class is the declaration of 

the variable name and variable datatype in the knowledge of 

I2P.  

C. The structure of scripts 

In an intelligent searching chatbot, there are some of most 

everyday conversations. They are general scripts to converse 

with users. The system will give some questions to make 

requirements of users and show some suitably explaining. 

The following are some scenarios for searching information 

by chatbot: 

  Scenario 1: Gather data and classify questions into 

corresponding categories. 

  Scenario 2: The results of the concept or attributes of 

the leading knowledge. 

Scenario 3: Return the known of other domains. 

  Scenario 4: Return the practice test. 

  Scenario 5: Recommend related knowledge as a 

question. 

Fig 1 is the process of intellectual searching of a chatbot. 

 

 
Fig 1.  The process of searching  
 

Definition 3.3 [24]: The structure of a script 

representing an answer-question process includes five 

elements: 

(Name, Meaning, Question, Answer, InterRul) 

In which: 

⚫ Name: The script’s name. 

⚫ Meaning: The content of the script. 

⚫ Question = [q1,…,qm]: list of questions for the 

corresponding script. 

⚫ Answer = [a1,…,am]: list of answers for the 

corresponding script, which each ai is an answer 

for a question qi  Questions (1  i  m).  

Questions in Ques and answers in Ans will be 

manually defined based on statements of the 

corresponding script. 

⚫ InterRul: It's a collection of deductive rules for 

selecting questions for the chatbot's script. Each 

rule r  InnerRul has the form: u(r) → v(r), 
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where u(r) is the set of facts and v(r) is the result 

for choosing a question or an answer. 

Table I presents a script for searching the definition of 

CLASS in the courses of OOP. 

D. Integrating model of knowledge bases and scripts  

The knowledge base of an intelligent searching chatbot 

has a component to support its conversation with users. This 

component contains general communication scripts. 

Moreover, for extracting the knowledge effectively, the 

knowledge base also includes multiple related knowledge 

domains. This section proposed the integrating model 

between ontology Rela-model and scripts representing a 

single knowledge domain for searching and the model for 

integrating various knowledge domains. 

Definition 3.4: The knowledge model for searching on a 

single domain 

   The integrating model between ontology Rela-model 

and scripts, called Rela-Script model, has the following 

structure: 

(C, R, Rules) + Scripts 

In which, (C, R, Rules) is an ontology Rela-model as 

Definition 3.1, Scripts-component is a collection of scripts   

with the structure defined in Definition 3.2, each element in 

Scripts is a conversation frame for doing practical 

searching. 

The Rela-Script model can be used to arrange the 

knowledge base of an intelligent chatbot for knowledge 

queries. The integration is based on the requirements listed 

below [6, 9, 11]: 

⚫ Build a relationship between scripts and concepts: 

Extract specific ideas of the knowledge domain 

based on the images and scripts' keyword 

components through the script's meaning.  

⚫ Adding more kinds of facts: Some facts related to the 

content of hands need to be connected with former 

sorts of points in the Rela model. 

⚫ Adding more rules from the scripts: When integrating 

the knowledge model, some rules emerged. They 

must be combined into the integrated model. 

Table II presents the integration between ontology Rela-

model and scripts. 

In the real world, a knowledge domain K may contain 

some knowledge sub-domains Ki (1  i  n). Each sub-

domain has a distinct shape as well as particular 

interrelationships [27]. In this study, each sub-domain Ki is 

modeled by the Rela-Script model. 

Definition 3.5: The structure of the model for multiple 

knowledge domains, called Integ-Rela model, is a tube: 
(K, LINK) 

In which: 

 - K = {K1, K2,…, Kn} is a collection of knowledge sub-

domains, with each sub-domain, has the same form as the 

Rela-Script model. 

 - LINK is a collection of rules for connecting sub-

domains Ki (1  i  n). 

The searching problems on the integrating model for 

multiple knowledge domains are proposed in Section IV. 

IV. PROBLEMS FOR SEARCHING ON INTEGRATING 

KNOWLEDGE BASE OF CHATBOT 

The intelligent chatbot for searching on academic 

knowledge can extract the knowledge being suitable with 

the query. It also gives some methods to apply them in 

practice. Besides, the system can recommend some other 

content related to the searching knowledge. There are three 

main practical requirements for a chatbot supporting the 

learning: Definition of a concept, applying the knowledge in 

practice, and the knowledge related to the searching 

knowledge. 

A. The problems for searching on knowledge domain as 

Rela-model 

When a query or a text is entered into the chatbot, it will 

be processed to retrieve the knowledge by extracting 

specific main keywords. Those keywords include two core 

components: the intent of the user and entities in a query. 

The matching mechanism works by comparing the 

structure of the parts in the knowledge model, especially the 

components of concepts and relations. Inference rules aid in 

the deduction of other ties related to the query's content. 

Finally, the chatbot will display the retrieval results for the 

inputted query. The process for chatbot based on Rela-

model is shown in Fig 2. 

There are some significant problems for knowledge 

querying: 

(1) Problem 1: Classifying the intent of the user. The 

problem will predict the kind of query entered into the 

system. Those terms are used to choose the appropriate 

conversation script of the chatbot and extract knowledge 

results from the knowledge base. 

Intent classification could be done in various ways; Rasa 

NLU, for example, enables the use of a variety of models 

such as support vector machines (SVMs). In this study, 

bidirectional LSTM, a neural network architecture, is 

applied because of its ability to process a vector with both 

directions, forward and backward [28]. 

Solution: Fig 3 illustrates the intent classification system. 

There are three main stages: Tokenizer, Word Embedding, 

and training with Deep Bi-Directional LSTM. 

 

 
Fig 3. Intent classification architecture 

 

PyVi toolkit [29] is used at the tokenizer stage. In the 

embedding stage, Word2VecVN [30] is used to choose 

appropriate pre-trained embedding. The Keras framework 

designed the deep learning model and added a softmax 

function into the output layer. 

(2) Problem 2: Recognizing and extracting entities in 

the query.  Named Entity Recognition (NER) is an 

fundamental challenge for NLU. In this task, the goal is to 

locate and to group named entities in text into any categories 

we choose, such as concepts (B-CON, I-CON), attributes 

(B-ATT, I-ATT), and properties (B-PRO, I-PRO). This 

approach helps identify concepts and make a comparison in 

more than two terms.  

Solution: Fig 4 illustrates the processing of the NER 

task. 
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Fig 4. Named entity recognition processing 

 

In the data processing stage, the text is transformed into 

a list of tuples with the following format: [(token 1, tag 1), 

... (token n, tag n)]. We are then converting the data into a 

list of tuples. We need to ensure that all of the text is the 

same length to feed it to our Bi-LSTM model. After that, we 

do One-hot encoding for NER tags by using the Keras 

framework.  

(3) Problem 3: Matching the keywords to retrieve 

knowledge content. Comparing the meaning of keywords 

and the material in the knowledge base is done by collecting 

keywords retrieved from the query. For the supplied 

question, this technique will identify the necessary contents 

and relations among concepts. 

Solution: The dictionary is constructed in the first phase 

using the search system's knowledge base. It also comprises 

question terms that aid in the classification of different types 

of questions. 

The collection of keywords from the utterance is 

matched to a lexicon to get a dictionary of key phrases. The 

search engine uses these keywords to obtain programming 

knowledge from ontology. Furthermore, depending on the 

relations between retrieval results and inference rules of the 

knowledge base, the system can search for related 

knowledge. Finally, all results will be returned as a 

document in the form of each type of intent. 

The knowledge material is found, and a set of knowledge 

is returned based on the question’s meaning. This search is 

carried out by determining whether the query's keywords 

and stored knowledge have same meanings. The method for 

solving the problem of knowledge searching has been 

translated in [15, 24]. 

(4) Problem 4: Searching related knowledge for 

results of a query. The system will retrieve the ability to 

answer and communicate with the user based on their 

question or entered text. Additionally, the system will 

identify some knowledge that is connected to the results of 

its own responses. 

The system will retrieve the knowledge to answer and 

communicate with the user based on their query or entered 

text. Additionally, the system will identify some knowledge 

that connects to the results of its responses. 

The system should be able to determine the question's 

target after querying it. Furthermore, based on the 

relationships between the query results and the knowledge 

base's inference rules, the system looks for relevant 

knowledge from the query results. Finally, all results will 

store as a document in the form of each type of query. The 

related knowledge in this study refers to a collection of 

knowledge related to the current search results in the 

ontology Rela-model that represents the knowledge domain. 

B. Problem for searching on integrating knowledge bases  

Let a knowledge domain K = (K, Link) integrate 

knowledge bases as Integ-Rela model including sub-

domains K i  K (1  i  n). The searching problem on the 

Rela-model can decrypt some queries that only use the 

knowledge of a knowledge domain Ki. However, it cannot 

solve the problems which require the combination of 

multiple knowledge domains for solving. In practice, the 

question will be analyzed and divided into fields. The 

knowledge domains will be determined and processed to 

extract content results through corresponding keywords sent 

to them.  

Given a knowledge domain K = (K, Link) as Integ-Rela 

model, a query q. Using each knowledge domain connected 

to query q, this algorithm finds a set of knowledge content 

that matches the meaning of query q. 

Input: Knowledge domain K as Integ-Rela model. 

            Query q. 

Output: Set of knowledge content for the meaning of query q. 

Algorithm 4.1: 

Step 1: 

      Extract keywords in query q. 

              W := keywords(q) 

      Determine sub-domains in K which related to keywords in W. 

              Domain := {K  K |  k  W, k related to K}  

Step 2: Determine other sub-domains in K connected to Domain. 

       Connect := {}; 

       for r in Link do  

           if  K  Domain and K’  K \ Domain and r(K, K’) then 

                  Connect := Connect  {[K’, r]} 

       od; 

Step 3: Retrieve the searching results from multiple knowledge 

domains. 

      Search := {}; 

  3.1 Extract knowledge results matching the query q. 

      for K in Domain do 

          Key := {k  W | k related to K} 

          Search := Set of searching results on the knowledge domain 

K matching Key by using the method in Section IV.A 

       od; 

 3.2 Extract related knowledge from the connected sub-domains. 

      for rela in Connect do   # rela = [K’, r] 

         Key := Set of keywords related to rela.K’ through the linked 

rule rela.r 

        Search := Set of searching results on the knowledge domain 

rela.K’ matching Key by using the method in Section 

IV.A 

      od; 

Step 4: Return results in Search. 

V.  DESIGN AN INTELLIGENT CHATBOT FOR QUERYING THE 

KNOWLEDGE OF PROGRAMMING COURSES 

Courses of programming are the foundation of the IT 

curriculum at a university. They include Introduction to 

Programming (I2P), Data Structure and Algorithms, Object-

Oriented Programming (OOP). This section presents the 

application of the Integ-Rela model to design an intelligent 

chatbot for querying the knowledge of I2P and OOP 

courses. 

A. Organize the knowledge base of programming courses 

The knowledge of I2P was collected from [31, 32], and 

OOP knowledge was obtained from [33, 34]. That 

knowledge covers concepts, relations, and rules of the 

courses. The collecting classifies in many ways, such as 
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chapters, topics, issues, and exercises. The ontology Rela-

model can fully represent each course's content, and the 

Integ-Rela model can connect the knowledge of both. 

Besides, the problems of knowledge querying knowledge 

are carried out using this knowledge base. The search engine 

fetches the results for the inputted query through the 

chatbot. 

The primary capability of our chatbot is to search the 

knowledge of the course about Introduction to Programming 

and OOP for users' requests, such as inquiring about a 

concept, the technique for setting or practicing tasks, 

comparing two ideas, or providing relevant knowledge for 

querying results. Those courses cover the following topics 

as Table III: 

 
TABLE III. 

TOPICS OF COURSES 

I2P course OOP course 

• Introduction to computer 

• Algorithms 

• Data types and operators of 

C++ 

• Control structures: condition 

and loop statements. 

• Function and procedure 

• Array and operators 

• Pointer 

• File 

• Introduction to OOP 

• Class and Object 

• Constructor and 

Destructor 

• Friend function and 

friend class 

• Inheritance 

• Polymorphism 

• Operator overloading 

B. Experimental results 

The designed chatbot covers all of the essential 

knowledge programming and OOP principles. This chatbot 

plays as an instructor for coaching novices of programming 

learning. It can support the learner in searching the 

definition of a concept, applying it in practice, and the 

content related to the searching knowledge. Table IV shows 

the testing results of the chatbot for six different intents. 

 
TABLE IV. 

RESULTS OF TESTING FOR 06 KINDS OF QUERY 

Intent Quantity Correct Accuracy 

Greeting 25 18 72.00% 

Bye 22 17 77.27% 

Concept 314 284 90.45% 

Setting 282 188 66.67% 

Comparison 295 245 83.05% 

Related knowledge 150 128 85.33% 

Out-of-scope 178 142 79.78% 

Total 1,243 1,034 79.22% 

 

The chatbot is designed to extract the requirements about 

determining a concept, its attributes, and properties. Thus, 

Table V presents the results of classification into three kinds 

of named entities recognition: concepts (CON), attributes 

(ATT), and properties (PROP). 

Table VI shows the outcomes of the chatbot testing. 

Students input their questions to the chatbot. The system 

classifies queries into intents, concepts, comparisons, and 

settings; then, it will extract results for students. The process 

of the chatbot is also stored and checked by lecturers who 

are teaching those courses. Fig 6 (including Fig 6a and 6b) 

shows the accuracy of the chatbot for each course. 

 

TABLE V. 

RESULTS OF TESTING FOR NAMED ENTITIES RECOGNITION TASK 

Entity Quantity Precision Recall F1 

CON 525 75.44% 81.33% 77.30% 

ATT 617 78.84% 77.31% 78.07% 

PRO 608 80.14% 76.32% 78.18% 

 

In general, the performance of the comparison queries is 

lower than both kinds of queries about concept and setting. 

Because the accuracy of the NER stage is not good in 

Vietnamese, those results also affect the accuracy of these 

queries containing two domain knowledge. Besides, the 

development of testing on combining questions, which need 

to use knowledge from both courses to receive correct 

results, get the accuracy being 71%. This thing shows that 

the proposed method works effectively for retrieval 

knowledge from multiple knowledge domains. 

VI. DISCUSSIONS 

Nowadays, many systems support learning, such as 

algebra in geometry education [35], Symbolab in 

mathematics [36]. Besides, some programs such as chatbots 

are built to tutor programming knowledge, such as ChiQuat-

Tutor, to understand Computer Science [37] and Python-Bot 

for teaching programming in Python [22]. However, the 

intelligent chatbot for querying the knowledge of I2P and 

OOP courses in this study is constructed based on the 

integrating knowledge base, and it can communicate with 

learners through Vietnamese. The designed chatbot has full 

knowledge of both courses, which were organized similarly 

to their curriculums. Hence, the system can give suitable and 

useful content for the queries of students. 

Wolfram Alpha is a knowledge search engine that covers 

a wide range of topics [38]. It can extract some 

programming expertise. Moreover, it helps learners better 

grasp your assignment by following the stages and tips that 

lead them from challenges to solutions. 

FPT.AI Conversation is a platform that allows you to 

create and develop chatbots with user interfaces [39]. It can 

support many languages, such as Vietnamese, English, 

Malaysian, Indonesian, and Japanese. Users may create 

scripts for their work by creating pairs of questions and 

answers. 

ProgBot is a chatbot for teaching JAVA, C++ and Python 

[40]. This bot can support the user to get the syntax of the 

program with its examples. Besides, it can give some quiz to 

test the knowledge of user. 

Table VII shows the comparison between our system and 

other programs based on criteria of an intelligent system in 

education [3, 5, 41]: 

• Sufficiently knowledge base: The system stores 

contents of the course altogether, and those contents are 

suitable with its syllabus.  

• Ability to extract required knowledge: The system can 

retrieve information based on the inputted query, and the 

results meet users' requirements. 

• Supporting the studying: The system support users to 

learn the knowledge of the course. It plays as a tutor to focus 

some actual contents of lessons.  

VII. CONCLUSION AND FUTURE WORK 

This paper proposed a model integrating multiple 

knowledge domains, called the Integ-Rela model. This 

integrating model can represent knowledge bases as the 
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Rela-Script model, which combines the knowledge model of 

relations and the structure of general scripts. The Integ-Rela 

model is equipped to build the knowledge base of an 

intelligent searching chatbot. Besides, the problems for 

knowledge searching on a domain are studied and solved. 

The difficulties for information retrieval from multiple 

knowledge domains are also designed. Those problems are 

applied to develop an intelligent chatbot for querying on 

integrated knowledge bases: searching definitions of 

concepts, explaining how to use the knowledge in practice, 

and recommending the releated knowledge. 

The proposed method is applied to construct a 

conversational chatbot for learning Introduction to 

Programming and Object-oriented Programming courses in 

a university. This chatbot utilizes the approach of machine 

learning and natural language understanding such as LSTM 

network and named entity recognition for intents 

classification and information retrieval. It plays as a tutor to 

communicate with students in Vietnamese.  

The experimental results show that it is helpful to find 

out the content of lessons, the meaning of definitions, how 

to apply them in practice and get information which are 

related to search results. 

In the future, we will continue to enhance the knowledge 

base for designing the tutoring chatbot for solving problems 

in courses [42, 43, 44]. It can give some tips for students to 

find the step-by-step solution of an exercise [45]. This 

method also can apply to build a tutoring chatbot for 

problem-solving in mathematical courses [46, 47]. In 

addition, the natural language processing for Vietnamese 

will be improved to increase the analysis of queries’ 

meaning more exactly through their grammar structure [48, 

49] and retrieve knowledge from many sources more 

precisely. Moreover, the knowledge model will be studied 

more to integrate the knowledge of operators and functions 

[50, 51] for representing the knowledge base of tutoring 

chatbot in courses of STEM education [3, 52]. 
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TABLE I. 

THE SCRIPT FOR SEARCHING THE DEFINITION “CLASS” 

Name Meaning Question Answer InterRul 

Searching  

definition of a 

concept 

Conversation 

about 

searching 

Class 

q1: What is a Class's 

definition? 

a1: It is a user-defined data type with its 

own set of data members and member 

methods that can be accessed and used by 

establishing a class instance. A C++ class 

is similar to an object's blueprint. 

r1:  i, 1  i  7 

{qi.answer = “Yes”} 

     → {show ai} 

r2:  

{q2.answer = “No”} 

     → {goto q3} 

r3:  

{a3.answer has a 

choice} 

    → {goto q1 with that 

choice} 

q2: Do you want to brush 

up on your skills by 

answering some practice 

questions? 

a2: Write a class with two private 

variables and one member function, 

which will return the rectangle area. 

q3:  Do you need some 

other knowledge related to 

Class? 

a3: Show related knowledge with Class. 

q4:  What is notice about 

variable when declare a 

class ? 

a4: When declaring a class, each variable 

must declare the variable name, variable 

datatype. Variable name must begin with 

a letter of the alphabet or an underscore 

(__). After the first initial letter, variable 

names can also contain letters and 

numbers. 

The question 

of amount 

q5: How many types of 

access modifiers in C++? 

a5: C++ uses the 03 modifiers called 

public, protected, and private. 

q6: How many various 

types of constructors? 

a6: There are three types of constructors: 

–  Default Constructor, with no 

parameters. 

–  Parametric Constructor, with 

Parameters. Create a new instance of a 

class and also pass arguments 

simultaneously. 

–  Copy Constructor, which creates a new 

object as a copy of an existing object. 

The question 

of comparison 

q7: What exactly is the 

distinction between a class 

and an object? 

a7: A class is a template for objects. A 

class defines object properties, including 

a valid range of values and a default 

value. A class also describes object 

behavior.  

An object is a member or an "instance" of 

a class. An object has a state in which all 

of its properties have values that you 

either explicitly define or define by 

default settings. 

 

 
Fig 2. The searching process of chatbot based on Rela-model 
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TABLE II. 

THE INTEGRATING BETWEEN ONTOLOGY RELA-MODEL AND SCRIPTS 

Relations between a script and a 

concept 
Adding Facts on Rela-Script model 

Adding kinds of rules on Rela-

Script model 

Structure of a script s: 

s := (Name, Meaning, Question, 

Answer, InterRul) 

The script s is related to the concept c  

 keywords(s.Meaning)  c.Key   

 

where, keywords(content) are a set of 

keywords of the content. 

f1. Determine a pair of question and 

answer. 

  Specification: (qk, ak) 

  Condition: qks.Ques, ak s.Ans, 

                    with s  Scripts 

f2. Display an answer or a question 

  Specification: Show(u) 

  Condition: u s.Ques  s.Ans,   

                    s  Scripts 

r is a combining deductive rule. It 

has the form:  

u(r) → v(r) and u(r) → s(r) 

where u(r) is the set of facts and 

v(r), s(r) are results for choosing a 

question or an answer. 

 

 
a. Results of knowledge querying on I2P course. 

 
b. Results of knowledge querying on OOP course. 

Fig 6.  Results of testing on knowledge content of I2P and OOP courses. 
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TABLE VI.  

RESULTS OF TESTING ON KNOWLEDGE CONTENT OF COURSES 

 Course Content 
Number 

of queries 

Number of Correct results Proportion 

(%) Concept Comparison Setting Total 

Introduction to 

Programming 

Introduction to computer 15 7 5 2 14 93% 

Algorithms 28 10 7 8 25 89% 

Data types and operators of C++ 36 12 8 11 31 86% 

Control structures: condition and 

loop statements. 
65 21 18 20 59 91% 

Function and procedure 76 23 15 25 63 83% 

Array and operators 70 24 16 22 62 89% 

Pointer 50 14 14 13 41 82% 

File 28 10 7 6 23 82% 

Total 368 121 90 107 318 86% 

Object-oriented 

Programming 

Introduction to OOP 27 12 8 4 24 89% 

Class and Object 66 26 15 18 59 89% 

Constructor and Destructor 50 14 10 12 36 72% 

Friend function and friend class 55 17 12 15 44 80% 

Inheritance 80 28 14 20 62 78% 

Polymorphism 62 18 13 21 52 84% 

Operator overloading 49 15 8 16 39 80% 

Total 389 130 80 106 316 81% 

 Combine (*) 100 31 18 22 71 71% 

 Total 891 284 188 245 717 80% 
(*) Combine: Those are queries which need to use knowledge from both courses to receive correct results.  

 

TABLE VII. 
COMPARISON WITH OTHER PROGRAMS 

Criteria 
FPT.AI 

Conversation 
Progbot Wolfram Alpha Our program 

Sufficiently 
knowledge 

base 

It just allows you to 

make a simple 
script by including 

a query and a 

response. Thus, it is 
only efficient for 

simple 

conversations. 

•  The knowledge of 

this bot includes some 
knowledge in JAVA, 

C++ and Python. 

• The knowledge is 
organized as database. 

It is not represented 

following the 
curriculum of a course. 

The knowledge of programming is adequate for searching on basic 

knowledge. 

•  Its knowledge comes from a 

variety of sources. It's not 

structured like a course. 

• Its knowledge base is 

structured according to the 

material of this course's 
curriculum. 

• Its knowledge base is 

integrated by both 
components’ knowledge 

base: Intro to programming 
and OOP. 

Ability for 

extracting 
required 

knowledge 

• It provides a built-

in core NLU engine 

that makes us 
difficult to custom 

and fine-tune. 
• It can only 

respond to 

individual queries 
and cannot link to 

relevant 
information. 

•  This bot can get the 

syntax of the program 

with its examples.  
•  The results are 

simple. Because its data 
is not organized as a 

completely course, it 

still lacks of some 
foundation knowledge 

in programming. 

•  The system can retrieve information based on the meaning of 

the query entered. 
• It also provides additional information about the primary search 

results. 

•  The system only processes a 

single query. 
• Relationships between terms 

in the query and stored 

knowledge are used to retrieve 
related knowledge. 

•  Users interact with the 

system using a 
communication script. As a 

result, it can enable them in 

better comprehending the 
material they are looking for. 

• The related knowledge is 

derived from the relationships 
between the search results 

and the query's meaning. 

Supporting 

the studying 

The system is 
designed for 

common users and 

does not include 
any educational 

features: 

• It is difficult to 
organize and 

integrate 

knowledge. 
• The capacity to 

respond is used to 
determine if a bot is 

known or unknown. 

The system can give 
some quiz to test the 

knowledge of user. 

However, it has not 
yet been enough to 

support the learning: 

 • The data is not 
designed following the 

curriculum of a 
determine course. 

• There is not the 

connection between 
the knowledge in 

different programming 

languages. 

The system is designed for 
common users and does not 

include any educational features: 

 • The search results only 
provide answers to the question. 

It does not belong in any of the 
course's instructional units. 

• The corresponding results are 

automatically extracted. Thus, 
some of them are not necessary 

for users   

The system aims to service for 
studying: 

• The knowledge base is 

structured according to the 
course's syllabus. As a 

consequence, the search 
results assist in better 

comprehending the 

knowledge's lesson. 
• The bot's conversation serves 

as a tutor, explaining the 
significance of the knowledge 

material. As a result, 

consumers require the 
extracted knowledge. 
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