
 

  

Abstract—Indonesia is one of the countries in the world that 

still applies subsidies for fuel oil. By the law, the Indonesian 

government must ensure the supply and distribution of fuel for 

all Indonesian people. To implement this policy properly, 

understanding the pattern of fuel consumption is fundamental. 

In this study, clustering will be used to determine the categories 

of districts and cities based on subsidized fuel consumption 

patterns. Our research used several methods to compare which 

cluster method is the most optimal; the methods include k-

means, Partitioning Around Medoids (PAM), and Clustering 

Large Applications (CLARA). The results show that k-means is 

the best clustering method with the highest Dunn index and 

Silhouette coefficient compared to others. The optimum cluster 

number we get is two and represents fuel consumption from 

several districts and cities. Some districts and cities had under-

average consumption and needed to be monitored. 

 
Index Terms— CLARA, fuel subsidies, k-means, PAM 

I. INTRODUCTION 

urrent fuel consumption increases, especially in 

Indonesia [1]–[5]. Every year the government sets a 

quota for subsidized fuel to ensure the people's need for 
power. However, the government has tried to reduce fuel 
consumption in Indonesia because it wants to switch to more 

 
 

environmentally friendly fuels such as electricity [6]–[9]. 
This is done gradually by mixing fuel, especially diesel fuel, 
with fatty acid methyl ether (fame). Fame is a fluid usually 
obtained from plant oils that can be used to keep the cetane 
number in diesel fuel [10]. The most widely used subsidized 
fuel type is diesel fuel [1], [11]. Because it is widely used, the 
government is trying to reduce pure diesel for energy. The use 
of fame has been determined through established regulations, 
namely, mixing starting at 20% or B20 and will continue to 
increase. It has reached 30% of its fame and is called B30.  

Government policies related to the use of subsidized fuel 
are often not well targeted because they are considered to be 
still usable by the user sector, who should not use subsidized 
fuel. Supervision of subsidized energy needs to be increased. 
In line with the Indonesian government's policy of limiting 
the use of fossil energy and gradually shifting to 
environmentally friendly fuels, the determination of the 
subsidized fuel quota is considered to support this policy [12]. 
Determining the right amount of sponsored fuel quota can 
limit fuel use. However, the government needs to pay 
attention that the distribution of fuel in Indonesia is still not 
evenly distributed. So it is necessary to create a category of 
cities and districts to determine which ones need to be 
prioritized to get subsidized fuel. 

Data on fuel consumption is fundamental in supporting the 
government's determination to take policies. Through this 
data, the government can efficiently conduct the analysis, but 
on the other hand, it is necessary to have completeness and 
proper interpretation of the data [13]. In this study, we use 
data on the realization of subsidized fuel for the type of diesel 
fuel from 2016 to June 2021. The data obtained is in the form 
of completion per month for each district and city in 
Indonesia. The research only focused on diesel fuel types 
because regulations related to subsidized diesel fuel tend to 
be more stable and have not experienced significant changes 
in recent years. Meanwhile, this situation is very different 
from the type of kerosene. The regulation has an unstable 
impact on data availability due to the conversion of kerosene 
to LPG gas which is still ongoing today. 

Based on the data used, it can be seen that the time-series 
dataset is an appropriate data form to facilitate data analysis 
because it had historical information [14]–[17], about the 
consumption of fuel for each district and city. The time series 
form will help determine patterns and behavior [18]–[20] for 
each city and district's consumption in using subsidized fuel. 
To help facilitate the analysis of the pattern and behavior of 
fuel consumption, this study proposes a clustering technique 
to categorize districts and cities with similar designs and 
behavior of subsidized fuel consumption. The clustering 
problem has been addressed in many contexts and by 
researchers in many disciplines; this reflects its broad appeal 
and usefulness as one of the steps in exploratory data analysis 
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[21]–[23]. Clustering algorithms can be implemented in 
statistics, computer science, and machine learning [24]–[30]. 
Since the method clusters using extracted global measures, it 
reduces the dimensionality of the time series and is much less 
sensitive to missing or noisy data [31]–[35]. 

Nowadays, the clustering technique is used in several cases 
that need to be done, like image segmentation, object 
recognition, and information retrieval. The application of 
clustering in agriculture is beneficial for harvesting with 
various techniques that have been investigated using different 
types of sensors and their combinations and other image 
processing techniques [36]. Clustering is the first step in 
implementing deep learning and could be the vehicle for 
translating big biomedical data into improved human health 
[37]. Medical data are complex, high-dimensional, and 
heterogeneous; biomedical data remains a key challenge in 
transforming health care.  

This study tried to compare several clustering methods to 
determine which plan has the best results in clustering based 
on the data set. Each technique will be applied to obtain 
detailed and comprehensive results, including the k-means, 
PAM, and CLARA. This method is used to determine the 
similarity of consumption patterns of subsidized fuel in each 
district and city in Indonesia and to describe consumption 
patterns based on historical data on subsidized fuel 
consumption. This study had an essential role because of the 
unequal distribution of fuel, and there are still many 
distributions of subsidized energy that are not yet on target. 
Besides that, the government also needs to know the priority 
areas for receiving subsidized fuel so that subsidized fuel can 
be controlled. 

II. LITERATURE REVIEW 

Determining the amount of the subsidy quota is 

fundamental to ensuring the use of fuel is right on target. 

Currently, there are no studies that focus on discussing fuel 

distribution policies that use big data as a basis for decision-

making in Indonesia. Several existing studies related to fuel 

in Indonesia mostly discuss the impact of fuel consumption 

on the environment and even on economic growth and the 

factors that influence it. Some studies in big data are usually 

related to the smart city if we are concerned about the 

government environment. The relationship between fossil 

fuel consumption, carbon dioxide emissions, and economic 

growth, the impacts of energy conservation, as well as the 

projection of energy mix in Indonesia [6], [38]. Both studies 

propose the same recommendations that can be given to the 

Indonesian government specifically improving the provision 

of a  more environmentally friendly non-fossil energy source 

and increasing awareness of environmental health and 

developing sustainable industries based on renewable energy. 

Based on the report of The Ministry of Energy and Mineral 

Resources and Ministry of Finance, fuel subsidies, if targeted 

well, can help reduce the burden of international oil prices on 

the poor; on the other hand, the budgets for such subsidies 

tend to increase over time, ultimately putting pressure on 

fiscal capacity. Unfortunately, the elimination of subsidies 

can not be done easily because the government has the 

mandate to provide energy for the poor and there are political 

issues. So the best recommendation, for now, is to make fuel 

subsidies more targeted. 

The current technological developments can assist the 

government to determine policies that are in accordance. One 

of them is Big Data which has been widely used in various 

fields, including the government sector. According to [39], 

there are some basic criteria that the government should have 

to use big data such as the quality standards of data, standards 

regarding privacy and data protection, policy regarding the 

ownership of unstructured and structured data and standards 

regarding safety and protection of storing of data. Big Data 

can foster collaboration; create real-time solutions to 

challenges in several sectors and usher in a new era of policy 

and decision-making [13]. 

One of the most widely used big data analysis methods is 

clustering. The clustering method also has been widely used 

in various research fields. Research in [40] describes the role 

of clustering in determining strategies for finding and 

analyzing the periodicity of energy in time series that can be 

deepened in detail and extracts information at various levels 

in detail. 

A. K-means 

In simple terms, the k-means algorithm consists of three 

parts, the first was to initialize the initial cluster center or what 

is often known as the centroid [41]. This initiation can be 

done using random or heuristic algorithms or by iterating so 

that convergence occurs. The iteration itself consists of two 

parts, the first by determining the group affiliation from each 

point to the nearest centroid [42]. Next, the centroid position 

was updated based on the average value of the group 

member's field [43]. As [44] found that the k-means method 

was considered vulnerable to data outliers and noise, this 

statement was supported by [45] who got the same result from 

the research. One of the clustering methods that are 

considered capable of handling data outliers and noise is 

Partitioning Around Medoid. 

At first, the data was in one group. In this group, the 

centroid initialization was determined, building group 

affiliation from each point in each centroid. Each dot that is a 

group member's notation will update its membership based 

on cooperation to the nearest centroid. In line with this, the 

process will be run until there is no change in membership at 

all points. Therefore, this condition was convergent [46]. 

 

Pseudo-code k-means 

Input: 

D=d1, d2,d3,d4,…,dn 

k= number of clusters 

Output: 

set k clusters C=c1,c2,…,ck 

Method : 

Step 1 Choose k variables randomly from a set of n 

observations as the centroid. 

Step 2 Calculate the similarity between the centroid and 

non-centroid observations. 

Step 3 Get the cluster members by selecting the variable 

that has the most remarkable similarity between non-

centroid and centroid observations 

Step 4 Update the centroid by calculating the average of 

the cluster members 

Step 5 Repeat steps 2 to 5 until there is no change in the 

cluster members. 

 

B. Partitioning Around Medoids (PAM) 

PAM was a type of k-medoids clustering technique. PAM 

was used to overcome the sensitivity to outliers that often 

occurs when the k-means method was used [44]. Based on 

[47], PAM randomly partitions the data set into several 
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subgroups and then increases the medoid cluster iteratively to 

minimize the objective function so that it was considered one 

of the clustering methods that can handle noise and outliers. 

However, according to [48], the PAM method was not 

suitable for use on large datasets because it has low 

scalability. In the k-medoids approach, actual data represents 

the cluster, unlike k-means which uses the average value as 

the centroid. In PAM, it is necessary to determine the number 

of clusters to be built in advance. The first thing that needs to 

be done is select an object from the data set as a representative 

(seed). This activity continues until each object becomes part 

of the cluster based on its proximity to the representative 

object. For each representative object (Oi), an object (Orandom) 

was randomly selected to compare its cost value. Suppose the 

cost(s) for exchanging Oi representative with Orandom is less 

than 0. In that case, Oi position will be replaced by Orandom as 

the representative and will continue until there was no 

change. 

 

C. Clustering Large Application (CLARA) 

CLARA was developed by Kaufman and Rousseeuw in 

1990. This method generates k-medoids to overcome many 

objects in the data to be clustered to reduce data processing 

time [49]. CLARA was a development of the PAM method 
which is intended to handle clustering for very large amounts 

of data. CLARA has high scalability but low sensitivity to 

outliers and noise [19]. The quality of the final medoids was 

measured by the average dissimilarity of each object in the 

data set. In addition, each cluster's medoids are defined as a 

cost function. The first step in applying CLARA was to 

randomly determine the number of samples from the existing 

data set with a fixed size. Next, choose a representative object 

or medoid and observe all current samples against the closest 

medoid. Calculate the mean or the number of dissimilarities 

from observations to the nearest medoid to obtain a good 

cluster quality. The last step was to call the sample with the 

lowest mean value and repeat the previous steps until the last 

cluster was obtained. 

III. METHODOLOGY 

This study used data reports on the distribution of fuel in 

all regions of Indonesia conducted by two companies that 

have the authority to distribute subsidized fuel (Pertamina 

and AKR Corporindo). These two reports will be combined 

into new raw data with a uniform format to facilitate further 

processing. The data is described in a time series for each 

district and city in Indonesia with dimensions: name of the 

province, city, consumption of fuel, longitude, and latitude. 

And we use R studio to process data and run on an Intel(R) 

Core(TM) i7-6500U CPU @ 2.50GHz 2.60 GHz with 8 GB 

of RAM. The period of the data used in this study was data 

from January 2016 to June 2021. The data used in this study 

is only limited to data on the consumption of subsidized fuel 

for diesel oil, not including other types of fuel. The name and 

number of districts used refers to the Ministry of Home 

Affairs and are used as a naming standard in the preparation 

of raw data. 

Data cleansing is carried out to select the data needed for 

analysis. Cleansing data is done by removing duplicate, 

empty, or negative data that has been confirmed to the data 

source but considered to have no meaning in the fuel 

consumption data [50]. Based on 132 monthly reports that 

data cleansing has been carried out, 514 districts or cities have 

consumption of subsidized fuel. Furthermore, to determine 

the number of clusters, this study uses the Silhouette method, 

according to [51], the Silhouette method can provide 

recommendations for the optimal number of clusters for large 

datasets. The optimal number of clusters for each method can 

be seen in Table 1. 

TABLE 1 

OPTIMAL NUMBER OF CLUSTER 

Clustering Method 
Optimal Number of 

Cluster 

k-means 2 
Partitioning Around Medoids 2 

Clustering Large Applications 2 

IV. DATA ANALYSIS AND FINDINGS  

Clustering was grouping the objects in the data into two or 

more groups based on the characteristics between objects 

[48]. There are various kinds of clustering techniques, but in 

these studies we used time-series data. Objects in data 

clustering have different distribution patterns, so the grouping 

of time series data will provide an overview based on the 

observed time [31], [40]. After preprocessing the data 

described previously, the next step was to study the 

subsidized fuel consumption data periodically or monthly. 

Each city or district has monthly fuel realization data from 

January 2016 to June 2021.  

This historical data will be clustered using the previously 

mentioned techniques, namely k-means, PAM, and CLARA. 

Before that, to get an ideal number of clusters, a calculation 

will be made using the silhouette method. The results of the 

silhouette method obtained that the optimum number of 

clusters for each clustering technique was the same, with 2 

clusters. The first clustering technique used is k-means with 

2 clusters as the result of the optimum cluster. In this 

technique, the first thing to do is to determine the seed set and 

then be processed to select the category of a particular object 

cluster [50]. The results of the k-means for subsidized fuel 

consumption data can be seen in Fig. 1a and Fig.  1b with an 

average silhouette value of 0.79. The second clustering 

technique used is PAM, from calculating the optimum 

number of clusters using silhouette obtained 2 clusters as the 

optimum number of clusters represented in Fig.  2a. The 

clustering results show that the average silhouette value 

obtained for these two clusters is 0.63, as shown in Fig.  2b. 

In the following clustering technique, we used CLARA 

with 2 clusters and produced an average silhouette value of 

0.65, which represents in Fig.  3a and Fig.  3b. The cluster 

results with the CLARA technique are almost the same as the 

cluster results with the PAM technique because CLARA is an 

extension of the PAM clustering method for large data sets 

and reduces computation time for extensive data [20]. The 

results of comparing the clustering results were validated 

using Connectivity, Dunn, and Silhouette with the results as 

shown in Table 1. Based on the comparison data, the k-means 

clustering technique with cluster 2 has the highest 

connectivity and silhouette values compared to other 

methods. The Dunn k-means value has the highest points, but 

for the number of clusters, there are six clusters [51]. Based 

on the results of this analysis.
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a             b 

Fig.  1. k-means Clustering Towards Fuel Consumption (a), and Clusters Silhouette (b) 

 

 
 

a b 

Fig. 2. PAM Clustering Towards Fuel Consumption (a), and Clusters Silhouette (b) 

 
a 

 
b 

 

Fig. 3. CLARA Clustering Towards Fuel Consumption (a), and Clusters Silhouette (b) 

Fig. 4 shows the spatial clustering using k-means to 

represent the vulnerability of fuel consumption in Indonesia. 

To create a spatial cluster, we use the Euclidean distance, let 

𝑠 ⊆ ℝ𝑑  with time series observations 𝑦1, 𝑦2, … , 𝑦𝑛 for any 

finite 𝐶 ⊆ ℝ𝑑, we define 𝑑𝑖𝑠𝑡2(𝑦, 𝐶) = min
𝑐𝜖𝑆

𝑑𝑖𝑠𝑡2‖𝑦,𝐶‖2. 

Then, to find the weighting function  𝑤(𝑦) for each 𝑦 ∈ 𝑆, 

The goal of weighted k-means clustering is to find a set of 

clusters 𝐶 ⊂ ℝ𝑑 and minimize 𝑐𝑜𝑠𝑡𝑤(𝑆, 𝐶) with the 

following criteria 

𝑐𝑜𝑠𝑡𝑤(𝑆, 𝐶) =∑𝑤(𝑠). 𝑑𝑖𝑠𝑡2(𝑦, 𝐶)

𝑦∈𝑆
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Fig. 4. Spatial Clustering Towards Fuel Consumption using K-Means

TABLE 2 

CLUSTERING MEASUREMENT 

Methods 
Validity 

measures 

Number of Clusters 

2 3 4 5 

K-Means 

Connectivity 7.327 22.003 27.479 34.4774 

Dunn 0.0434 0.0188 0.0386 0.0312 

Silhouette 0.7884 0.6711 0.6523 0.6049 

PAM 

Connectivity 22.3377 32.7571 34.1587 50.6056 

Dunn 0.0093 0.0067 0.0081 0.0084 

Silhouette 0.6278 0.5561 0.5421 0.5029 

CLARA 

Connectivity 23.1234 25.2004 41.5853 47.7361 

Dunn 0.0086 0.0068 0.0094 0.0123 

Silhouette 0.6349 0.5534 0.5621 0.5566 

 

Table 1 represents the clustering evaluation. These urban 

districts have similarities in terms of subsidized fuel 

consumption which is very high compared to other urban 

communities in Indonesia. The trend of consumption from 

year to year also continues to increase. The dark color on the 

map is a cluster of urban districts with fuel consumption 

above the national average. It indicates that subsidized fuel 

consumption in Indonesia is generally still in the normal 

range to some extent. However, it should be noted that there 

are still several urban districts that have very low 

consumption levels, so the government needs to carry out 

more supervision for these areas [50]. The method built in this 

research will help address the breakdown of the distribution 

of fuel distribution in Indonesia and evaluate appropriately 

subsidized fuel. However, we need to pay attention to the 

consumption patterns of each region in Indonesia for certain 

months because there are religious celebrations that have 

quite an effect on consumption patterns. 

To compare the mapping results from clustering, we also 

plotted the map for the median results from each district city 

based on data from the beginning of the month to the end of 

the month in the data set. We use the limit of fuel 

consumption above 10,000 KL per month classified as high 

consumption while below 10,000 KLper months including 

low consumption. The mapping results can be seen in Fig.  5. 

It can be obtained that the spatial clustering based on the 

median value does not have a significant difference when 

compared to the spatial time series based on the data from 

clustering with k-means. 

In this analysis, two variables are used to assess the 

relationship of fuel consumption, namely the number of 

residents and the fuel distribution network in that area. 

Cluster 1 has a strong association with regencies and cities 

with high fuel consumption, while cluster 2 has medium to 

low consumption. The top ten for cluster 1 as shown in Table 

3 are mostly big cities in Indonesia and mostly located on the 

island of Java due to the adequate fuel distribution network 

(facilities and infrastructure) and a large number of people in 

the area. Based on data from the Ministry of Internal Affairs, 

the population for each of these areas reaches more than 2 

million people.  

Bottom ten cluster 2 is dominated by districts in Papua as 

shown in table 4. This is considered reasonable because 

currently the fuel distribution facilities and facilities are still 

limited. In addition, the population in Papua is also not as 

much as the population in other regions. The anomaly in 

cluster 2 is the existence of the Kepulauan Seribu which is 

included in this cluster. Kepulauan Seribu is one of the 

regencies in DKI Jakarta as a state capital. Based on data from 

the Central Bureau of Statistics, the population in the 

Kepulauan Seribu is far less than in other areas in DKI 

Jakarta. In addition, there are almost no cars so the use of 

diesel oil is very little because most of the users of diesel fuel 

are cars. 

 

High Fuel Consumption 

Low 

High 
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Fig. 5. Spatial Clustering Towards Fuel Consumption using Median 

 
TABLE 3  

TOP TEN CLUSTER 1 

No. Area Province 

1 Kota Administrasi Jakarta Utara DKI Jakarta 

2 Kota Surabaya Jawa Timur 
3 Kab. Karawang Jawa Barat 

4 Kab. Bogor Jawa Barat 

5 Kota Medan Sumatera Utara 

6 Kab. Bekasi Jawa Barat 

7 Kab. Sidoarjo Jawa Timur 
8 Kota Cilegon Banten 

9 Kota Administrasi Jakarta Timur DKI Jakarta 

10 Kota Tangerang Banten 

 
TABLE 4   

BOTTOM TEN CLUSTER 2 

No Area Province 

1 Kab. Nduga Papua 

2 Kab. Puncak Papua 

3 Kab. Administrasi 

Kepulauan Seribu 

DKI Jakarta 

4 Kab. Mamberamo Tengah Papua 

5 Kab. Intan Jaya Papua 

6 Kab. Konawe Kepulauan Sulawesi Tenggara 

7 Kab. Deiyai Papua 
8 Kab. Lanny Jaya Papua 

9 Kab. Tana Tidung Kalimantan Utara 

10 Kab. Tolikara Papua 

 

V.CONCLUSION 

This research applied clustering to analyze the 

consumption of subsidized fuel in Indonesia. The clustering 

technique is used to obtain consumption patterns from each 

district and city. It should be understood that the consumption 

behavior of each district was influenced by policies in that 

area. The framework we proposed in this study is used to 

analyze and find patterns of fuel consumption by using 

clustering techniques. Based on the result, although the 

dataset used in clustering is quite large it does not necessarily 

mean that the CLARA method is the best method for 

clustering large data. Validation testing was needed to 

determine the most suitable method.  

For further research, if only focusing on the overall 

consumption, we may not know that there is an over-quota in 

the use of subsidized fuel. Even though Indonesia has more 

than 500 regencies and cities that have the right to use 

subsidized fuel. The grouping results obtained from this study 

can describe the distribution pattern for each region and can 

be used to detect problems that may arise such as the 

possibility of improper use of fuel. 

This study was the basis of a model for the knowledge base 

in the development of decision-making support. In future 

research, researchers can make predictions about future fuel 

consumption. It will be very helpful in determining the 

amount of the fuel subsidy quota that must be provided by the 

government. In addition to the nature of the discrepancy in 

the forecast results, further research needs to consider several 

other factors that affect fuel consumption. 

VI. PRACTICAL IMPLICATION 

This research was conducted to assist the government in 

utilizing resources in the form of data owned by the clustering 

method. Utilization of subsidized fuel consumption report 

data in this study can assist the government in providing an 

overview of subsidized fuel consumption patterns in 
Indonesia so that the government can determine appropriate 

policies related to subsidized fuel by using subsidized fuel 

consumption report data as a basis for decision-making. 

Nationally subsidized fuel quotas have been determined 

yearly, but the challenge that often arises is ensuring the 

distribution of subsidized fuel is right on target. This research 

can provide insight for the government regarding district/city 

fuel consumption which has so far escaped scrutiny, such as 

areas with low consumption but the quota set by the 

government is very high. The government can determine 

which areas are prioritized in monitoring the distribution of 

subsidized fuel by referring to areas that are members of 

clusters with high vulnerability to the use of subsidized fuel. 

The high amount of subsidized fuel consumption in an area 

requires high supervision, considering that the number of 

subsidized fuel quotas is limited. This must be done to ensure 

balanced fuel distribution in an area. In addition, regions that 

are members of clusters with low vulnerability to the use of 

subsidized fuel can be used as a reference in reviewing the 

amount of the subsidized fuel quota that has been determined, 

High Fuel Consumption 

Based on Median 

Low 

High 
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especially for regions with a substantial remaining quota. A 

low level of fuel consumption can indicate problems in the 

supply and distribution of fuel so that the government can 

focus more on dealing with this problem. Furthermore, the 

results of this clustering can be used to evaluate subsidized 

fuel consumption during the current year so that the 

determination of quotas will be more accurate. 
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