
  
Abstract—The main duty of communication systems is to 

assure to provide adequate message interchange, through a 
certain channel, between a transmitter and a receiver. The 
distortion takes place in the process of transmitting message, 
and it usually leads to severe degradation. Consequently we 
need a device named equalizer filters to recover the desired 
information from the received signal. In this paper, a FIR 
equalizer based on the GP approach to recover the transmitted 
signal is proposed. In addition, the equalizer coefficient will be 
estimated by the GP algorithm. 
 

Index Terms—Genetic Programming (GP), Finite Impulse 
Response(FIR),equalizer 
 

I. INTRODUCTION 
 

The GP can evolve programs automatically by simulating 
the evolutionary mechanism on computers [1]. We can 
through the essences of GP, like robustness, domain 
independence and ability to search for satisfying solutions in 
solving complicated nonlinear problems, this study hoped 
that the evolved GP models could have a better applicability 
and accuracy of evaluations, and easily obtain the optimal 
coefficients of transfer function of the equalizer. The learning 
cure demonstrates our method is efficient and reliable. 

 

II. GENETIC PROGRAMMING 

A. Expression Tree 
Each program or individual on the population is generally 
represented as a tree composed of functions and terminals 
appropriate to the problem domain. The function set may 
contain standard arithmetic operators, mathematical 
functions, logical operators, and domain-specific functions. 
The terminal set usually consists of variables and constants. 
The simple expression is represented as shown in Figure 1 
where the function set is {+, -, sin, exp}, and the terminal set 
is {x, 0.2} [3].  

B. Tree-Simplification 
In order to increase the speed of calculating, we must 

reduce the quantity of the component to improve the 
complexity. In the following, we will discuss how to simplify 
the tree. 

Linear-in-parameters models can be formulated as:  
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where 1p . . . Mp are nonlinear functions, and 0θ , . . . , 

Mθ are model parameters. 
 

 
Figure 1: An example of GP Tree 
 

The function terms were determined by decomposing the 
tree starting from the root as far as reaching non-linear nodes 
(nodes which are not '+' or '-') [4] [5]. 

In Fig 2: The root node is a ’+’ operator, so it is possible to 
decompose the tree into two subtrees: ’p’ and ’p1’ trees. The 
root node of the ’p’ tree is again a linear operator, so it can be 
decomposed into ’p2’ and ’p3’ trees. The root node of the ’p1’ 
tree is a nonlinear node (’*’) so it cannot be decomposed, so 
finally the decomposition procedure results in three 
subtrees: ’p1’, ’p2’ and ’p3’.  

 

 
Figure 2: Decomposition of a tree to function terms 

The parameters are assigned to the model after ’extracting’ 
the ip  function terms from the tree. Least Squares Method 
can be used for the parameters identification. 

The optimal 1[ ,  . . . ,  ]T
Mθ θΘ = parameter vector can 

be analytically calculated:  
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Where   [  (1),  . . . ,  ( )] Ty y y N=  is the measured output 

vector, and the P regression matrix is: 
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The compact matrix form corresponding to the 

linear-in-parameters model is 
 
                                          y P e= Θ +           (4) 
 
where P  is the regression matrix, Θ is the parameter 

vector, e is the error vector [6]. 
In order to inspect the individual contributions of each 

term, we use OLS method. Assumes that the regression 
matrix P  can be orthogonally decomposed as P=WA , 
where A  is an M*M upper triangular matrix and W  is an 
N*M matrix with orthogonal columns in the sense that 

TW W=D  is a diagonal matrix. N is the length of y  vector 
and M is the number of repressors.  

After this decomposition one can calculate the OLS 
auxiliary parameter vector g as  

 
-1                                       Tg D W y=                   (5) 

where ig  is the corresponding element of the OLS 

solution vector. The output variance Ty y/N  can be 
explained as: 
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Thus the error reduction ratio of Pi term can be expressed 

as: 
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We calculate the error reduction ratio values of the terms. 

Based on these values, we eliminate the less significant terms. 
We can transform the trees to simpler trees, but their 
accuracy is close to the original trees [6]. 

 

III. FITNESS FUNCTION 

 
The most important concept of GP is the fitness function. 

In this paper, we define the fitness function is based on the 
mean square error (MSE) between the calculated and the 
measured output values, Fitness is as: 
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where N is the number of the data-points used for the 

identification of the model. 

IV. FIR EQUALIZER WITH GP 
 

A system called Finite Impulse Response (FIR) means 
its output will gradually decay to zero in a finite duration as 
long as its input duration is finite. Because there is no 
feedback in this structure, so it’s always stable and 
quantization errors are usually less critical for FIR filter than 
for IIR filter. 

The relationship between input and output of an FIR 
filter can be formulated as    

R-1

=0
y[n]= x[n- ]l

l
k l⋅∑                        (9) 

where k[n] is impulse response of the filter, x[n] is input 
sample, and R is number of taps.  

A typical transmission system is represented as shown in 
Figure 3 [6].  

 
Figure 3: typical transmission system. 

where s (n) is the transmitted symbol stream, w (n) is the 
additive noise, supposed zero-mean and Gaussian 
distributed, H  (z) is the discrete equivalent of the linear △
time-invariant communication channel subjected to 
parameter uncertainty belonging to a convex bounded 
polyhedral domain. [8] 

To realize the FIR Equalizer, we compute z-transform of 
to obtain. [7] 
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where 0k , 1k , ..., 1Rk −  are equalizer coefficients, and z is a 
delay element. 

 

And the state-space model for the FIR equalizer: 
1

0

Y(z)K(z)=
X(z)

R
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The discrete data sequence, s (n) passes through the linear 
time-invariant uncertain channel, H△ (z), and the observation 
sequence, '( )x n  is then formed by the addition of an 
unknown measurement disturbance, ( )w n , with the output 
of the communication uncertain channel, H△ (z). [8] 

In modern interference-limited cellular telephony 
systems, the main error source is the noise. We can through 
GP algorithms to improve the performance of the FIR 
equalizer. The Model of the AWGN channel with GP is 
represented as shown in Figure 4. We will easily obtain the 

Channel 
H△ (z) 

Signal 
s (n) x (n)

FIR Equalizer
K (z) 

Output 
y (n) 

Noise 
w(n) 

x’(n) 
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optimal coefficients of transfer function of the equalizer by 
GP.  

 
 

Figure 4 : Model of the AWGN channel with GP 

 

V. EXPERIMENT RESULTS 
In this section, we use GP method to compare equalizer 

experiment, which use LMI as [8]. Suppose there is 1% 
relative normal distributed noise was added to the channel. 
We consider the uncertain linear discrete-time FIR channel 
chosen as 

 1 2 3 4 5

6 7 8 9

( ) 0.04-5 7 0.21 -0.5 +0.72

              +0.36 +0.21 +20.03 +0.07

H z z z z z z

z z z z

− − − − −
∆

− − − −

= + −          (12) 

and we set the FIR equalizer length is five and delay is 
chosen as d=6.  First, we assume that the given system is 
perfectly known. By combining the above solving procedure 
with the Genetic Programming approach, the optimalγ 
value obtained is 0.461, with the associate equalizer 
coefficients 
k0=0.0357,k1=0.0963,k2=0.0465,k3=0.075,k4=0.0116 

The state-space model is 

 
1 2 3 4

0 1 2 3 4( )K z k k z k z k z k z− − − −= + + + +   (13) 
 

A flowchart of GP is in Figure 5. [9] 

 

Step 1: Creation of initial population 

We generate forty initial chromosomes of random 
compositions of the functions and terminals. 

Step 2: Tree-Simplification 

To avoid nonlinear in parameter models, the parameters 
must be removed from the set of terminals.  

We use LS method to identification parameter…see Eqs. 
(2) (3) (4).  

And use OLS method to eliminate the less significant 
terms…see Eqs. (5) (6) (7). 

Step 3: Evaluate Population Fitness 

The fitness function reflects the goodness of a potential 
solution which is proportional to the probability of the 
selection of the individual. According to the fitness value, we 
selects the parents of the next generation and determines 

which individuals survive from the current generation. In 
here, we use “Tournament selection”. 

 

Step 4: Use Genetic Operation 

The genetic operations include crossover and mutation. 
We set mutation rate is 0.3, and crossover rate is 0.7.  

Step 5: New generation 

After the genetic operations are performed on the current 
population, the new generation replaces the now-old 
generation. This iterative process of measuring fitness and 
performing the genetic operations is repeated over many 
generations. The run of GP terminates when the termination 
criterion is satisfied. 

    
Figure 5:  flowchart of GP 

  

Table 1: Parameters of GP in the examples 

Objective function
1 2 3 4 5

6 7 8 9

( ) 0.04-5 7 0.21 -0.5 +0.72
              +0.36 +0.21 +20.03 +0.07
H z z z z z z

z z z z

− − − − −
∆

− − − −

= + −

Function set {+, -, *} 

Terminal set { z-1 , z-2 , z-3 ,z-4} 

Population size 40 

generation 50 

Max tree depth 6 

Type of selection Tournament selection 

Type of mutation point-mutation 

Type of crossover one-point  

Crossover rate 0.7 

mutation rate 0.3 
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As these steps, we can obtain FIR equalizer coefficient 
as Table 2, which is to recover the transmitted signal.  

 
 

Table 2: Equalizer coefficients with GP  

Equalizer coefficients Equalizer with GP

0k  0.04187 

1k  0.08544 

2k  0.04112 

3k  0.07781 

4k  0.00987 

 

The equalizer performance is described by the 
probability of misclassification with respect to the 
signal-to-noise ratio (SNR). With the assumption of 
independent identically distributed (i.i.d.) sequence the SNR 
can be defined as 

2

10 210 log s

e

SNR σ
σ

=              (14) 

Where 2
sσ  represents the signal power and 2

eσ  is the 
variance of the Gaussian noise. BER comparison at two 
algorithms shown in Fig. 6. 

The BER comparison at the two algorithms of GP is 
shown in Fig. 5. 

 
Figure 6:  BER comparison at the two algorithms 
These simulation results show that the BER of the 

solutions was lower for the GP method, and also show that 
the noise is suppressed effectively. 

VI. SUMMARY 
Compared to LMI approach [8] which have some 

specific constraints , the proposed GP approach algorithm 
obtains an equalizer that work well whether the shape of the 
channel coefficient matrix is square or fat － therefore , a 

more generalized approach is developed. Simulations 
demonstrate the satisfied performance of this FIR equalizer. 
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