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Unsupervised Classification for Ancient
Manuscript Analysis

Tieying Lu, Alexandra Psarrou, Aaron Licatéssilis Konstantinou, Vassiliki Kokla

Abstract—Ancient manuscript analysis is to aid historian to
classify, annotate and judge the authenticity of layer collections
of ancient manuscripts. Previous method was to exdne the
composition of manuscript such as paper support oinks by
destructive sampling and chemical analysis. The ainof this
paper is to present an image-based non-destructivend
non-invasive method to analyze ancient manuscriptsA new
unsupervised classification algorithm was designeih distinguish
different type of paper support without any priori knowledge.
The advantage of this classifier comparing with trditional
methods such as K-means is that no pre-defined ckasumber is
needed. This is critical important in this applicaton because no
any priori knowledge about these manuscript was avkable
before classifying. We presented the multi-model Isd
framework of unsupervised classification, so that ifferent
statistical models can be applied to the same flowhart for
different applications. This classifier enables ugo study the
statistical properties of these manuscripts, whiclis very hard to
characterize due to the decay materials and bad rekitions. We
evaluated this unsupervised classification performace by a
specially developed algorithm. Experiment results row the
potential of our unsupervised classification methodn ancient
manuscript analysis.

Index Terms— Texture Analysis, Ancient Manuscript
Analysis, Unsupervised Classification, K-means, Chiering.

I. INTRODUCTION

Ancient manuscript analysis is an important ¢ojfor
historian to classify, date, annotate and judgeathtbenticity
of large collections of ancient manuscripts. Erigtmethods
are based on destructive testing techniques thtiree the
physicochemical sampling of the manuscript undst. t8uch
methods cannot be used widely mainly because dfitterical
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and cultural values of manuscripts. Non-destrudgebniques
such as spectroscopy and reflectography, which mearthe

optical properties of the pigments under illuminatbeyond
the visible spectrum, are more suitable for thedystand

conservation of old manuscripts™. Spectroscopical
techniques can provide quantitative informationm@nuscript
but are very hard to use in manuscript analysisti@nother
hand, reflectography is a qualitative method oflgsis, which

allows us to make important observations on thdcabpt
characteristics of manuscripts, but it does nog gjvantitative
results, and it is therefore not accurate.

With the development of image analysis and imaging
technology, ancient manuscript analysis can beacegl by
non-destructive and non-invasive image based metood
prevent the original old and fragile manuscriptanir being
damaged. The EU funded projedOn dESructive Image
based manuscript analysis System (NOISES) was set up to
implement this idea. The objective of this projsco develop
the computational profiles of ink and support (papapytus,
etc) and study the image properties of the mategahibited
due to the physical characters of their composiéiod their
manufacturing process so that we can classify naipisnk
and supports according to these computational raobel
statistical classification techniques and verifyrfogeneity of
ink and support to aid authentication and dating of
manuscripts.

Some image-based methods have been introdudeklsiand
manuscript analysis. At the beginning, most of the
image-based research in artifacts was focuseceigeheration
rather than analysis and were mainly applied irréseoration
of colors in paintindd. Recent years feature anal{4&" and
statistical analysf8 were more and more introduced in this
application.

Since our purpose is to classify different sontnafuscripts,
we mainly focused on classification methods for iemic
manuscript or document analysis. Basically theeewmually
two types of classification methods, supervisedsifecation
with human intervention, or unsupervised clasdifica Both
already studied by many researchers in relevaniicapipns.
Li applied Hidden Markov Random Model in wavelentin
to form digital signature of ancient paintings &siat database
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managers to classify and annotate large collectidrimages
for effective retrieval purpose and automatic asialgf ancient
painting®!. This Multi-resolution Hidden Markov Model
(MHMM) has the advantage to analyses large regiomages
so that it can capture properties of painting stsodnd classify

Il.  MULTI-MODEL BASED UNSUPERVISED CLASSIFICATION

ALGORITHM

Comparing with supervised classification, unsujzed
classification requires fewer inputs to the clasatfon process.

paintings and compare paintings or artists, howeies & The gigorithm separates the original data into etsbso that
supervised method and therefore require learniagesto i, subsets can share some common trait. Frequesely
establish the mixtures of 2d MHMM models for difeat artists. unsupervised algorithms are K-me&Hand ISODATA 113

Some other researchers presented unsupervised dn&tho k_aans algorithm set fix number of classes, anepkihis

restore a particular type of degradation relatecamaient

number constant in the whole process, while ISODATES

document imag&¥. More wnsupervised classification methodsg e further refinements to solve this problempigting and

were presented in database browsing
managemef{’
manuscript classification. There are mainly two etypof
unsupervised classification methods, one is bottam
(agglomerative), which begins with each elemerd asparate
cluster and merge them into successively largestets. The
other is top-down which begins with the whole setl gdhen
divide it into successively smaller clusters. CHéproposed a
hierarchal tree structure based strategy in claasidn in
order to achieve both top down process(search byyjjand
bottom up process(organizing database for effetiige/sing).
The advantage of this method is the quick and @ffesearch
process based upon hierarchal browsing. Othernasesaalso
presented unsupervised image-set clustering bagemh u
information bottleneck principdl. These jobs provided
searching strategies in unsupervised classificatiord are

valuable for ancient manuscript analysis.

image

Due to the lack of information about the ancienhoeripts,
supervised classification cannot work. We therefocesed on
unsupervised statistical method in manuscript dfleaton.
We discussed the manuscript classification by uesiged
method to classify different type of paper supjfrar different
areas such as Cyprus, Greek and Mediterraneanffaredit

anRck
,which provided us good reference for ancientyempers in a cluster is less than a certain thtesbroif the

rging of clusters. Clusters are merged if eithemumber of

centers of two clusters are closer than a certaiashold.
Clusters are split into two different clusters fifet cluster
standard deviation exceeds a predefined valuetendumber
of members is twice the threshold for the minimwmmiver of
members. The advantage of ISODATA is that it daasguire
a priori known class number, but the number of<lars this
algorithm is hardly optimal especially when theiadized K is
not large enough. For the sake of computing coltrge K is
obviously not a good option. Moreover, both K-meams
ISODATAIs only work well when all the classes hamnilar
variance. This is usually not true in ancient manips
analysis. In this paper, we present our approachddo
unsupervised classification by multiple statisticaddels.

Our unsupervised classification algorithm wasetiped
based upon traditional k-means method, but theofiggtting
class number is different from ISODATA. Let’s staith the
most popular and frequently used unsupervised ifitzgfon
algorithm K-means. As we have known, K-means is an
algorithm to cluster objects based on attribute® ik
partitions. It is an iteration process similar tdet
expectation-maximization algorithm for mixturesGdussians

time(11" to 17" century) (see figure 1 for two samples of papeand they both attempt to find the centres of natelsters in

support from Cyprus and Greek). Different bandmpéctral
images such as infrared, ultra-violet, visual etere used to
well display the textures of the paper support. ddwer the
statistical properties of these manuscripts arenank and we
cannot judge which statistical models can playepetole in
this application. This paper will work out a systemvhich we
can classify different type of manuscripts withguedefined
class number, and compare the classification pedace of
different statistical models by inputting differestatistical
descriptors into the classifier and summarizingohtfeatures
and models are suitable for this application. Tlhekwcan be
extended to the large collection database of alb s ancient
manuscripts and provide other researchers usefdagoe to
develop new methods of manuscript analysis.

e

Figure 1. Samples of paper support from Cyprus@reek
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the data. The procedure follows a simple and easy W@
classify the given data set through a certain nurobelusters
(assume k clusters)The main idea is to defink centres,
which we call HUT, one for each clustdrhese HUTs should
be placed carefully because different locationseoftres cause
different result. The better choice is to placerttss far away as
possible from each othefhe next step is to take each point
belonging to a given data set and associate iheontearest
HUT. When no point is pending, the first step impteted and
an early grouping is done. Then re-calculete@ew HUTS as
centres of the clusters resulting from the previstep. A new
grouping process will be done based on theseew HUTS.
Such a loop will continue and the location of theHUTs will
change step by step until this change is smallen th
predefined threshold. The objective of the K-mealgsrithm

is to minimize the total intra-cluster variance.eTtbjective
function (which is to be minimized) is treams of squares
distances (errors) between each pixel and its assigned cluste

centre (equation 1)
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5 develop new unsupervised classification methodoteesthis
V=D (% - ) € problem.

k
=08 From the flow chart in figure 2, we can see thadidmlly

. . K-means method includes two parts of work: 1.Resifgin
Where there ard clustersS ,i =12,...k, and g is the (relocating HUTs and re-assignielg objects) (pa:tmqucfjlwgingg
centre or mean point (HUT) of all the points U S . whether to stop the loop or not basedtopping criterion (part

B). It was proved that K-means algorithm can cogeeo local

Minimizing the V is equivalent to minimize the Mean minimum %, so after some loops of part A and part B, the

Squared Error (MSE). The MSE is a measure of ththimi algorithm will finally reach a stage that all thigiexts belong to
cluster variability. a class and keep in this class, thereforestiygping criterion
for K-means can be whether the HUTSs of classesl fbetween
each loop or not. Moreover, the iteration of K-meams to
minimize the cost of objective function (equationl)

From description of K-means algorithm, we can des t
iterative procedure including the following foueps:

1. Define initial class and HUTs: plade points into the
space represented by the objects that are beisgjfetal.

2. Assign each object to the group that has theestdHUT.

3. When all objects have been assigned, recalctitegte
positions of thek HUT based on all the pixels in each
class.

4. Repeat step 2 and 3 until the change betweeatides is
smaller than a predefined threshold.

In our algorithm, we applied a nextopping criterion. It is a
statistical model based unsupervised classificatigorithm.
Instead of objective function, we assume a stasisthodel for
every potential class and then evaluating the fitibaof the
samples. The whole procedure is similar to K-means
algorithm, but no predefined class number is needetl the
stopping criterion is based upon the sample probability rather
than the constancy of HUT locations. Referringi®iK-means
algorithm, we actually define a statistical modet the
re-classifying stage (part A), such as Gaussianaetspthus the
re-classifying becomes the EM (Expectation Maximum)
process. After this EM process converges, we dojubge
process to decide whether to continue the iteradiostop by

the stopping criterion (part B).

As for the number of classes, if there ameobjects to be
classified, our unsupervised classification aldoritassumes
minimum of 2 clusters and a maximumrmfclusters need to be
classified. At the beginning of the procedure, eiglse number
of class as 2. From the set of objects (data priot®ose any
one to be the first HUT, and then find the poirdttts farthest

In step 4, it gives the criterion whether to stbp toop for
classification or not, so we calldgtopping criterion. If stopping
criterion is satisfied, the algorithm will end tlo®p and settle
the final classification result. Figure 2 shows flogr chart of
the algorithm.

Number o
Cluster k

Initialise locations ¢

KHUTs from this HUT, and make it the second HUT. For each

¢< remaining object, find the distance from the obje@ach HUT
//I! Part l and assign the object to the HUT to which it iselo Then the

Grouping based on distanc |~ algorithm will determine whether it is necessarfind a third
between objects and HU HUT based on the probability of this classificatidh the
+ probability is bigger than a predefined threshtid iteration

will stop, otherwise, find another farthest poimbrh the

Relocate HUTs previous two HUTs and repeat the whole process.

The flow chat of our algorithm includes two layeo§

(o]
Meet_the iteration (figure 3). Assume in one outer loop,reharek
stopping —{ parte | .

criterion? — art classes, and there are a group of probability idigions

Dy parameterized by unknown parameters{§,,6,,...,6} .

e The group of probability distributions is associateith
Enc probabilities density function,. The whole set of objects
X1, Xp,..,X, N one class is a sample ofvalue from one of

Figure 2. Flow chart of K-means algorithm these distributions, so the probability densityoaisted with

K-means is frequently used unsupervised classitin the observed sample &(x;,X;,....X, |6) . Therefore the
method, but it requires predefined class numbeiichwvive likelihood function is as follows:
don’t have in ancient manuscript classificationy@oneed to 06) = T (X, %o, X, 16) (2)
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The maximum likelihood estimates (MLE) & can be  With this framework of unsupervised classificatiothe
determined by finding the value & that maximizeg(4, ) : statistical model can be multlvarlgnt Gaussian rhddelden
A Markov Model or any others suitable models basedthmn
6, = argy max/(gy) (3)  specific application. When we work on ancient manips
There are similar procedures for other classésisTeach classification, we need texture feature for theglfecation. As
inner loop is a Maximum estimation process to det t we know, spatial connection and scale are the taim factors
parameter® . When the inner loop is converged and thto affect texture pattern, so multi-scale Hiddenrkéa model
stopping criterion can still not be satisfied, tiesv class will be has its advantage on this application, and it dlour next
created and the loop will go outside circle. Thepl® will  effort as well.
continue until the stopping criterion is satisf{g&igure 3).
We also tried Fisher’s Discriminant Analysisteed of the
evaluation of probability based on statistical nmsdéhe

intra-class variance is defined in equation (5):

k_n(j)

Set Number o () T
J= X =Ci)* (% —c; 5
Clusier a:K= 2 Z_lZIZ_l:( i) i) ©)
L2l ; G .
o . Here ”x V—c. ” is a chosen distance measure between a data
Initialise location: K=K+1 i i
of K IHUTE A point x, ") and the cluster centee. It is an indicator of the
# Create distance of them data points from their respective cluster
Grouping based on Ves new HUT centres.n(j )s the number of objects if cluster.
distances between

No Assume the center of whole data setcig , then the

objects and HUTs . . . ) . .
) inter-class variance is defined in equation (6):

HUTSs still

+ change? )
Relocate HUTs [ Vinterdass = Zn( N> —ca) (6)
j=1
Probability No Therefore, thestopping criterion was defined as follows
< threshold? based on Fisher’s Discriminant Analysis. It is thgo between

intra-class variance and inter-class variance (@oua).
A FD = Vintraclas 7) (
V.
E/nner loox j EOuter loo interclass

From equation (5) (6) and (7), we can get tltepmhg

) ) criterion in fisher’s discriminant analysis is atidws:
Figure 3. Flow chart of our unsupervis

k_n(j) , ,
classification algorithm ZZ(xi“) —¢j)* (9 -¢;)'
_ _ _m=
Assume the whole set of objectg, X,,...,X, in one class FD = K (8)
follow a multivariate normal distribution as follsw D (i) * (e ~car)

i=1
So we can generalize our unsupervised classdita
_ _ ) _ ~algorithm as follows:
HereZ is the k x k covariance matrix. For the time belng, 1. From the set of ObjECtS (data points)' Chooy&)aa to be

- 1 1 AT
fg(Xl,Xz.---,Xn)—Wexp( 2(X 6) 7 (x-6))(4)

we simplify this process and fix the covariance nwaf , so the first hub.

only parametergneed to be evaluated. Here the parametersp. Find the point that is farthest from this hubd anake it
6, can be the means of each normal distribution (lonatof the second hub.

each HUTs) or any other hidden variables to simplife 3. Classify remaining object either by statistioabdel or
estimation problem. distance measurement(Fisher’s Discriminant Analysis

4. Evaluate the probability of the sample objectsadculate
Theoretica”y, there can be as many parametershag t the Fisher discriminant intra-class and interclad® as

statistical model requires, but the computatior cas be very stopping criterion. If the stopping criterion is satisfied,
expensive. We need optimization process such ast@en stop otherwise repeat 3 and 4 until HUTs not moved
Algorithm to estimate these parameters. We'll de thork in anymore.

next step. 5. If still not satisfystopping criterion, create new HUT, and

repeat 3 and 4.

ISBN: 978-988-98671-8-8 IMECS 2008



Proceedings of the International MultiConference of Engineers and Computer Scientists 2008 Vol I
IMECS 2008, 19-21 March, 2008, Hong Kong

[ll. PERFORMANCE EVALULATION support may have different labels. For examplabiet (a), the
labels for typeA are all 1, while in table (c) the labels for type

For unsupervised classification, we don’t have mbgled arel, 3and 4. Grouping process just groups the objects with
output. Instead, the output is a clustering resDhjects with the same labels together and records the numberdédr label.
similar features clustered together and no labeitmtmation ~ Still the same example, for tygeon the input side, there are
is available. Even we can label the output clustéiese labels four labelis, while on the output side, there are one label-
are not correspondent to the input labels, so &réopnance One labeli and three labeds. After this grouping process, we
evaluation of the algorithm should be differentirsupervised Cchoose the largest number of labels on outputfsidene type
methods, where we have predefined label set ansutput Of manuscript support. In this example, we havedhabel-3s,
label set, so the correct label ratio can be usefidge the Which is the largest number of label, so we wollahk the

performance of the algorithm. For unsupervisedstfiaation, ~correct labels for typa are the three lab@s and the other two
we need a special algorithm to achieve the evainatilabels, labelt and labeld are wrong labels. We do the same for

procedure. the rest type of manuscript support and got all ¢cberect
labeled objects. The number of correct labeledotbjdivided

Assume we have a data collection from historianhwitby the whole number of objects (manuscript supporé) will
information about the paper support that we cartaisest our 9et the performance evaluation of our unsupervised
classification algorithm. We have a group of cltstg results ~ classification algorithm.
from our unsupervised classification algorithm, ethive also
labeled but these labels are not correspondenheoirtput !N short, this evaluation process includes thevalhg steps:

labels. Let's see figure 4 for an example. 1. Reorganizing process to make input and output tze
same sample sequence.

A 1 B 2 A 4 2. Grouping process for each type of sample angl tire

A 1 C 1 A 3 largest number of labels.

A 1 C 1 A 3 3. Calculate the number of correct labels for eigpk and

A 1 C 1 A 3 sum them together.

A 1 B 2 A 1 4. Calculate the correct label ratio by the follogi

B 2 B > |—=| B > equation:

B | 2 Al 2 B | 2 r = Noorrent. ©)

B 2 A 3 B 2 Nl

C 3 A 3 C 1

C 3 A 3 C 1 IV. RESULTS

C 3 A 4 C 1

(@) (b) (c) We used 7 groups of manuscript support to test

Figure 4. lllustration of Input labels and outpaibéls unsupervised classification method. These manuscepe

from Cyprus, Greek and Mediterranean and were gésein

; ; h
Assume the data collection includes 3 types of papgports different time from 11 to 17" century. We have 4 groups of

A, BandC, and we labeled them a%,2,3}(table a). The output Manuscripts from Cyprus in different time, 1679(¢AR),
of our unsupervised classification algorithm may geay 1671(Cyky5) and 1649(Cyp6) respectively (first 3vsoof

number of classes, let's assume we got four cldabeked ad Fablet%) and 2 group; of manuscripts from Meditemmarea
2,3 and4(table b). The labels in table (b) don’t corresptmd in 14 '(Miet4) and 11 (Mb5), and one group manuscript from

. o Greek in 18 (Grnl47). See table 1.
labels in table (a), so we can’t evaluate the ifiagaion results ( )

by normal supervised method. Table 1. Manuscripts we used in unsupervised dieasgon

experiment:
Our method to evaluate the performance of unsugedvi
classification algorithm starts with a reorganiaatprocess to Manuscripts Date Number
make the output have the same sequence as the (fnput Cyky12 1679 10
table (b) to table (c)). Cyky5 1671 11
Cyp6 1649 10
After reorganization, there is a label groupinggess for the Cypl - 10
output of unsupervised classification algorithnorRrfigure 4 Miet4 14th 29
input side (table a) we can see, all the labelsttier same Mb5 11th 11
manuscript support have the same label, but ibtishre case on Grnl147 13th 24

output size (table(c)). In table (c) the same typmanuscript

ISBN: 978-988-98671-8-8 IMECS 2008



Proceedings of the International MultiConference of Engineers and Computer Scientists 2008 Vol I

IMECS 2008, 19-21 March, 2008, Hong Kong

All together, we tested 105 manuscripts, and remnbf each properties systematically so that we can choose ritet

type of manuscript support are listed in table hie@roup of
manuscripts has no clear date information but is fram

statistical model for a specific application.

Cyprus and labeled as Cypl.Figure 5 shows some lsampMultivariate Gaussian model and Distance baseshéfi

images of these manuscripts support.

algorithm.

We tested our unsupervised classification methased on
both multivariate Gaussian model and Fisher’s Disierant
analysis on these images. Most of other algorittars
learning based, so we just tested our two algoisthithe
results showed that the paper of manuscript fromr@yhas
the similar features(Cyky12, Cyky6,Cyp6,Cypl). Amting to
the dates and historical information, they are fritrea same
century. On the other hand the paper of manusdrgeh

Discriminant analysis have been applied in our @lgm and
showed their potential in Ancient Manuscript anislys
Moreover, we are working on Hidden Markov Model atlder
models so that we could choose the right modelafarient
manuscript classification.

For complex statistical model, Parameters optatidn and
selection need to be studied. We are going to afelyetic
Algorithm in this process so that we can get theénaged
model
performance unsupervised classification.

We only used visible light images in the teststifids paper. It
gave us a chance to see how much visible light @nagn do in
this classification. Different spectral band images already
ready and will be used in ancient manuscript diassion soon
to further enhance the classification performance.

The method presented in this paper showed itsngial in
ancient manuscript classification. It can also ggpl other

Greece (Grnl147) has similar features as the papers cjassification applications.

manuscript mb5. According to relevant history imf@tion on
these two papers, they both have the same kinaboichtion:
bombycid. Based on the 3 types of manuscript suppae run
our unsupervised classification algorithms, andtigetcorrect
classification ratio according to equation (9)(&)l

Table 2. Correction ratio of the unsupervised meétho
Multivariate Gaussian model 91.876%
Fisher’s Discriminant analysig 89.467%

The results showed some potential of our algoritimis
application though further improvement is undemgoi

V. CONCLUSION AND FUTURE WORK

In this paper we explored a multi-model basedework of
unsupervised classification method. The method
unsupervised in the flowing senses:

1. It does not require a priori knowledge on thdtee of the
images and no learning stage is needed.
2. Number of classes is not needed.

For ancient manuscript classification, we donavé any
priori knowledge about the images, and no classheuns

REFERENCES

1] Y.Cryssoulakis,J.M. Chassery, “The applicatidiPhysicochemical
methods of analysis and image processing techntquesinted works of
art” , ERASMUS project..

K.Janssens et al, “Use of Microscopic XRF far\destructive Analysis in
Art and Archaeometry”, X-Ray Spectrometry 29,2000, 73-91
M.Pappas, |. Pitas, “Digital Color RestoratiofOld Paintings” IEEE
Trans. On Image Processing, Vol. 9 No. 2, Feb. 2ppR91-294.

S.Pei,, Y. Chiu, “Background Adjustment and Saturation Enhancerment
Ancient Chinese Paintings” IEEE Trans. On Imagecessing, Volume
15, Issue 10 Oct. 2006 Page(s):3230 — 3234

|.Giakoumis,N. Nikolaidis,|.Pitas, “Digital Inge Processing Techniques
for the detection and removal of cracks in digdipaintings”, IEEE Trans.

On Image processing ,Volume 1Esue 1 Jan. 2006 Page(s):178 - 188

J. Li, J.Z.Wang, “Studying digital imagery afiéient paintings by mixtures

of stochastic models”, IEEE Trans. On Image praegss

Volume 13, Issue 3 March 2004 pp:340 — 353.

[7] C.paodysseus.M.Exarhos, “Identification of getrical shapes in paintings

. and its application to demonstrate the foundatidgeometry in 1650 B.C”,

IS |EEE Trans. On Image processing ,Volume Iséue 7July 2005 pp:862 —

873

[8] D.FadouafF.L. Bourgeois and H.Emptoz,Restoring “Ink Bleeddugh
Degraded Document Images Using a Recursive Unsispdr€lassification

Technique”,7th International Workshop, DAS 2006, Nelson, New

Zealand, February 13-15, 2006. Proceedings

J.Goldberger, S. Gordon, and H. Greensfidmsupervised Image Set
Clustering Using an Information Theoretic FrameWpHEEE Trans. On
Image processing, Volume 1%sue 2 February 2006 pp:449 — 458.

—

(2
(3]
(4]

(3]

(6l

(9

5 - - 1 O - [10] J.Y.Chen,C.A.Bouman,J.C.Dalton, “Hierarchibeowsing and search of
available before classification, so it is ratherportant to large image databaseEEE Trans. On Image processing,Volumdgsue
develop this kind of unsupervised classificatiorthmd. 3,_March 2000 pp:442 — 455. _ :

[11] S.Z.Selim and M.A.Ismail,”"K-Means-Type Algthms: A Generalized
. . . Convergence Theorem a@tharacterization of Local Optimality”,
This method provides a framework for unsupervised IEEE tran. PAMI(6), No. 1, January 1984, pp. 81-87.
classification. Under this framework different stical [12] S-IZ-Se"m a’:d M-ﬁ-'sma"i"on the LOC&E' ?Pt'ma“tmﬁzy ISODATA
. e . . Clustering Algorithm”,|EEE tran. PAMI(8) No.2, Marcl
models can be applied based on specific applicaftidmought 1986,pp284-288.
us a large space to develop flexible algorithmsdifierent [13] N.B.Venkateswarlu, P.S.V.S.K.Raju, Fast &adclustering algorithms,

applications. It also makes it possible to study skatistical

ISBN: 978-988-98671-8-8

Pattern Recognition Vol. 25, No. 3, March 1992,386-342.

IMECS 2008

and optimized parameters to achieve the high



