
 
 

  
Abstract—Anomaly detection is automatic identification of 

the abnormal behaviors embedded in a large amount of normal 
data. This paper presents a method based on one class support 
vector machine (OCSVM) for detecting network anomalies. The 
telecommunication network performance data are used for the 
investigation. Firstly, the raw data are preprocessed in order to 
produce the vector sets required by the OCSVM algorithm. 
After preprocessing, the vector set of the training data is used to 
train the OCSVM detector, which is capable of learning the 
nominal behaviors of the data. The trained detector is then 
applied on the test data to detect the anomalies. The detected 
anomalies are finally categorized into major or minor level by 
comparing with a threshold. In this paper, experiments on three 
different types of performance data are presented and the 
results demonstrate the promising performance of the 
algorithm. 
 

Index Terms—Anomaly detection, one class support vector 
machine, telecommunication, time series.  
 

I. INTRODUCTION 
  Due to the growing number of unauthorized activities in 

the telecommunication performance data, intelligent 
management of data and automatic detection of network 
anomalies are greatly demanded. Network performance data 
include qualitative data, also known as Key Performance 
Indicators (KPIs), and quantitative data. These data are used 
to characterize the network behavior and therefore used for 
network anomaly detection. In general, an “anomaly” is 
defined as any occurrence of a value in a data set falling 
outside of the so-called “normal patterns”, which represent 
normal and faultless network behavior.  

For certain element in the telecommunication network, the 
data set has its own typical trend, i.e., different types of 
elements have their typical KPI values. Anything that is 
suddenly different from the normal or typical value is 
considered as abnormal and that would indicate an anomaly 
(or alarm) on the KPI values. Normally, the alarm is 
generated when there is a sudden drop of the KPI value and in 
some situations alarm is also generated on a sudden rise of 
the KPI value. In the current telecommunication system, a 
pre-defined threshold is normally set for a certain element 
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and if any drop or increase of the KPI value crosses the 
threshold, an alarm is generated. As a result of poor setting of 
the threshold for different indicators or due to very critical 
situations, the operator screen floods with alarms. If it could 
become possible to detect abnormal behaviors and provide 
advance warning of possible anomalies, it may help to 
suppress the alarms before they propagate across the 
network. Therefore, artificial intelligence (AI) based 
detectors are expected to learn the behavior of the indicators 
and to drastically reduce the volume of alarms presented to 
the administrator.  

Different approaches have been reported by researchers 
for anomaly detection. Wu et al. [1] proposed a time series 
analysis approach for network anomaly detection. A 
wavelet-based signal trend shift detection method was 
reported in [2]. Keogh et al. [3] introduced a new symbolic 
representation of time series used for anomalous behavior 
detection. Other methods include the application of Neural 
Network [4, 5] and clustering [6]. This paper proposes a 
method for network anomaly detection based on one class 
support vector machine (OCSVM). The method consists of 
two main steps: first is the detector training, the training data 
set is used to generate the OCSVM detector which is able to 
learn the nominal profile of the data, and the second step is to 
detect the anomalies in the performance data with the trained 
detector. 

The rest of this paper is organized as follows: a brief 
introduction of the OCSVM theory is given in Section II. The 
data source used in the paper and the proposed anomaly 
detection algorithm are presented in Section III. Experiments 
are carried out on three different sets of data and the 
experimental results are given in Section IV. Conclusions 
and further work are finally discussed in Section V. 

 

II. METHODOLOGY 
In this section, some basic concepts of the OCSVM will be 

introduced. The support vector machine (SVM) algorithm [7] 
as it is usually constructed is essentially a two-class 
algorithm. Scholkopf et al. [8] proposed a method of adapting 
SVM to one class classification problem. The OCSVM [9, 
10, 11] can be considered as a regular two-class SVM where 
all the training data lies in the first class and the origin is the 
only member of the second class. The basic idea of the 
OCSVM is to map the input data into a high dimensional 
feature space using an appropriate kernel function and 
constructs a decision function to best separate one class data 
from the second class data with the maximum margin. In this 
paper, both the origin and the data that “close enough” to the 
origin belong to the second class and they are considered as 
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the anomalies. Fig.1 gives the geometry interpretation of the 
OCSVM [12]. 

 
Fig. 1.  One class SVM classifier. 

More specifically, given a training data set without any 
class information, liRx n

i ,...,2,1, =∈ , i is the number of data 
points in the training set, Rn is the input space and n is the 
dimension of the input space. )(xΦ  is a map function that 
transforms x from the input space to the feature space F. A 
hyper-plane or linear decision function f(x) in the feature 
space F is constructed as   

ρ−Φ= )()( xwxf T
  (1) 

to separate as many as possible of the mapped vectors 
},...,2,1),({ lixi =Φ from the origin, w is the norm 

perpendicular to the hyper-plane and ρ is the bias of the 
hyper-plane. In order to solve w and ρ, it needs to solve the 
following optimization problem, 
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where iξ  are slack variables that are penalized in the 
objective function and  )1,0(∈ν , which is the parameter that 
controls a trade off between maximizing the distance of the 
hyper-plane from the origin and the number of data points 
contained by the hyper-plane, i.e., when v is small, fewer data 
fall on the same side of the hyper-plane as the origin in the 
feature space F.  

In order to solve (2), Largrangian multiplier 
iα  is 

introduced to each xi and the dual problem of the 
optimization problem of (2) can be obtained. Solving the dual 
problem leads to 
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becomes a nonlinear function as 
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where )()(),( xxxxK T
ii ΦΦ= [13], which is a kernel 

function in the input space. There are many admissible 
choices for kernel function depending on the experience and 
experiment. Keerthi and Lin [14] reported that Radial Basic 
Function (RBF), as shown in (4) is the most widely used 
kernel in SVM, and RBF kernel is adopted in our 
experiments. For any x, if f(x) is negative, x is detected as an 

anomaly, otherwise x is normal. 
)2/( 22
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III. EXPERIMENT 

A. Data Set 
As mentioned previously, qualitative data (KPIs) and 

quantitative data are used for network anomaly detection. 
KPIs measure the service quality and are recorded in 
percentage between zero and hundred, such as system 
interchange success rate. Two KPI examples are shown in 
Fig. 2 and Fig. 3 with 96 data points for each plot. It can be 
seen that most of the data points on each plot have the same 
values, which are zero and one hundred in Fig. 2 and Fig. 3 
respectively. Any drop or increase over a certain threshold of 
such data indicates an anomaly condition. Fig. 4 gives an 
example of quantitative data, which reflects the change of the 
network traffic. Most of the quantitative data have the 
different values and it has its own trend as seen in Fig. 4. It is 
apparent that it is extremely difficult to set a pre-defined 
threshold for the quantitative data because of its nonlinear 
feature.  

 
Fig. 2.  Example of quantitative data with 96 data points in one day. 

 
Fig. 3.  Example of quantitative data with 96 data points in one day. 

 
Fig. 4.  Example of qualitative data with 96 data points in one day. 
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In this paper, two KPI data sets as shown in Fig. 2 and Fig. 
3 and one quantitative data set as in Fig. 4 are investigated. 
The recording is made every 15 minutes during 24 hours, and 
thus 96 data points are obtained throughout one day. Each 
data set are composed of 31 days data, among which 10 days 
data  with 960 data points are used for training the OCSVM 
detector and the remaining 21 days data with 2016 data 
points are used as the test data for the performance 
evaluation. 

B. OCSVM for Anomaly Detection 
1) Data Preprocessing 

As discussed in Section II, the OCSVM can only be 
applied to a set of vectors, however in our case the KPI data 
set is a time series. Therefore, it is necessary to transfer the 
time series into a set of vectors. Due to the different features 
of the KPIs and quantitative data, different preprocessing 
procedures are adopted.  

Given a time series of x(t), t =1,2,…..96, x(t) is converted 
into its feature space Q, where nRQ ∈ , and the dimension of 
Q is set to be n = 2. The time series x(t) is converted into a set 
of vectors T2 (t) in the feature space Q,  
T2 (t) = {X2(t), t=1,2,…,96}. 

In OCSCV, as the detection results will be heavily biased 
to the time series points with either extremely large values, 
the set of vectors are processed to make sure that most of the 
values are close to the origin, and thus for the KPI data as in 
Fig. 2, the corresponding vector set for each data point is 
X2(t) = [x(t)/10  x(t)/10], t =1,2,…,96. 

For the KPI data as in Fig. 3, the vector set is 
X2(t) = [(x(t)-100)/10  (x(t)-100)/10], t =1,2,…,96. 

For the quantitative data as in Fig. 4, the corresponding 
vector set is the difference between each pair of the adjacent 
data points,   
X2(t) = [x(t)  x(t)], t=1, 
X2(t) = [x(t)-x(t-1)  x(t)-x(t-1)], t=2,3…,96.  

C. Model Training and Anomaly Detection 
As the RBF kernel is selected for the OCSVM algorithm, 

two parameters μ and σ need to be set before carrying out the 
training. As described previously, the parameter μ controls a 
trade off between the fraction of data points in the region and 
the generalization ability of the decision function. The 
parameter σ controls the non-linear charasteristics of the 
decision function. Therefore, both the parameters μ and σ 
influence the generalization performance of the OCSVM. 
The choice of such parameters depends on the requirements 
of the research problem. In our experiments, the two 
parameters of the algorithm are set as follows: 

1) OCSVM parameter μ=0.02; 
2) RBF kernel function  

)100/( 2
21),( xx

i exxK −−=  
The purpose of OCSVM training is to create the OCSVM 

detectors that are capable of recognising network KPI profile. 
Firstly, both the training set and the test set are preprocessed 
to obtain the vector sets according to their different data 
types. The training vector set is then used to train the 
OCSVM detector and the OCSVM detector is then applied 
on the test vector set. If the return value for the decision 
function f(x) is negative, an anomaly is detected, otherwise it 

is normal. This whole procedure of this method is 
demonstrated in a diagram in Fig. 5. 

 

 
 

Fig. 5. Overall procedure of the proposed method. 
 

IV. RESULTS 
The experiment results based on both the KPI data and the 

quantitative data are presented in this section to demonstrate 
the performance of the algorithm. 

A. Results based on the KPI data 
Results for the first type of KPI data are shown in Fig. 6. 

The upper line in the plot is the return value from the decision 
function, which corresponds to the KPI value of each data 
point in the lower line. As 21 days data are used for testing, 
there are 2016 data points in total and four of them are 
detected as the anomalies, which are data points 43, 84, 85 
and 131. This result perfectly matches the human visual 
detection result. For all the normal data points, the return 
values are equal to 1 and for the anomaly data points, the 
values are less than 0. The return values for these four 
anomaly data points are given in Table I. It can be seen from 
the table that for the KPI value that further derives from the 
normal value, e.g., data point 131 with KPI value of 50, a 
smaller negative value is obtained from the decision function, 
which is -5.58027 in this case. By evaluating the detector 
with many training data, a threshold can be also set to 
determine the severity of the anomalies. It is found that for all 
the negative values, if it is in the range of (-1, 0), the anomaly 
is considered as a minor problem, otherwise it is major. The 
severity of an anomaly indicates the order in which users 
should handle that event relative to anomaly of other 
severities and this can be very meaningful in the 
telecommunication application. As floods of anomalies are 
always displayed at the same time in the telecommunication 
networks, levels of anomaly severity can help the users to 
prioritize their work. When a major or critical anomaly is 
reported to the user, an immediate attention is required, 
whilst the minor anomalies in the systems, can be ignored or 
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can wait until normal maintenance is performed. 

 
Fig. 6.  Anomaly detection results with the first type of KPI data.  

 
 

TABLE I.  
RETURN VALUES AND SEVERITY RESULTS FOR THE FIRST TYPE OF KPI DATA. 

ID number 
of data 
point 

KPI values 

Return 
value from 
decision 
function 

Severity of 
anomaly 

43 23.20000 -0.93986 Minor 
84 24.82759 -1.13463 Major 
85 26.92308 -1.40679 Major 
131 50.00000 -5.58027 Major 

 
For the second type of KPI data, the results of anomaly 

detection are shown in Fig. 7. The upper line on the plot 
shows the return values of the decision function and the 
lower line is the plot of the KPI values. 2016 data points 
recorded in 21 days are included in the plot. As seen in Fig. 7, 
nine data points of 2016 are detected as the anomalies. The 
detailed results including the number of the data pointes, the 
KPI values and the return values of the decision function and 
the severity of the anomalies are listed in Table II. Five 
among nine anomalies belong to major type and the 
remaining four data points are minor anomalies. 

B. Results based on the quantitative data 
Results for anomaly detection of the quantitative data are 

displayed in Fig. 8. Likewise the KPI data, the upper line in 
Fig. 8 shows the return values of the decision function and 
the lower plot shows the original values of the quantitative 
data. For all the normal values, the return values of the 
decision function are 1 and for the anomaly data points, the 
return values are below 0. Again, 2016 data points of 21 days 
are used for testing and 18 data points are detected as the 
anomalies. We can see from the plot that the anomalies 
happen when there is a big drop or increase on the data. 
These anomalies can also be divided into major or minor type 
as given in Table III. For exmaple, for data points 1124 and 
1125, the quantitative values suddenly dropped from 2.64222 
to 0.39556 and a major anomaly is therefore detected. 

 

 
Fig. 7.  Anomaly detection results with the second type of KPI data. 

 
 

TABLE  II.  
RETURN VALUES AND SEVERITY RESULTS FOR THE SECOND TYPE OF KPI.  

ID number 
of data 
point 

KPI values 

Return 
value from 
decision 
function 

Severity of 
anomaly 

538 68.30918 -3.48664 Major 
961 47.53623 -8.11106 Major 
962 46.66667 -8.31250 Major 

1125 98.55072 -0.00805 Minor 
1126 4.44444 -16.0747 Major 
1214 95.60386 -0.07392 Minor 
2000 99.37198 -0.00151 Minor 
2001 0.09662 -16.5569 Major 
2002 91.11111 -0.30040 Minor 

 

V. CONCLUSION AND FURTHER WORK  
Anomaly detection refers to automatic identification of 

abnormal events existed in a large amount of data and it has 
been acquiring increasing attention because of its huge 
potential for application. This paper proposed a network 
anomaly detection method based on the OCSVM. No a prior 
knowledge of the normal and abnormal data is required for 
this method. This algorithm achieves the automated detection 
of the anomalies and can also support and complement the 
decisions provided by the current rule-based system. 

Experiments are carried out on three different sets of 
telecommunication network performance data and the results 
show the promising performance of this approach. Firstly, 
different preprocessing procedures are applied to each raw 
data set according to their data type. After preprocessing, the 
training data are used for obtaining the OCSVM detector and 
the trained detector is then evaluated by the test data. The 
severity of these detected anomalies is also considered and 
each anomaly is categorized into major or minor type. 
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Fig. 8.  Anomaly detection results with the quantitative data. 

 
 

TABLE  III. 
RETURN VALUES AND SEVERITY RESULTS FOR THE QUANTITATIVE DATA. 

ID number 
of data 
point 

KPI values 

Return 
values from 
decision 
function 

Severity of 
anomaly 

138 0.91333 -0.05551 Minor 
211 0.22000 -0.02149 Minor 
233 1.69111 -0.01008 Minor 
235 1.21111 -0.00951 Minor 
557 2.86222 -0.00304 Minor 
820 2.07333 -0.18945 Minor 
822 1.32667 -0.18183 Minor 
1124 2.64222 -0.54906 Minor 
1125 0.39556 -1.36095 Major 
1126 1.62000 -0.29251 Minor 
1200 2.55111 -0.01237 Minor 
1204 1.18222 -0.07966 Minor 
1304 1.11333 -0.00304 Minor 
1426 1.54444 -0.00046 Minor 
2001 0.02667 -0.62045 Minor 
2002 3.19556 -2.86149 Major 
2003 2.22444 -0.14002 Minor 
2005 1.27778 -0.01652 Minor 

 
This algorithm is more effective than the current rule based 

systems used by the telecommunication company. In a rule 
based system, a certain threshold is set for one network 
element and all the values below the threshold are detected as 
anomalies. However, the proposed algorithm doesn’t need to 
have such threshold because the anomaly detector can learn 
the normal behavior of the KPIs with the training data, and in 
particularly the anomaly detector can detect new events 
which have never encountered during the training process. 
Moreover, after the training cycle is complete, performance 
results of the algorithms can be also evaluated by the training 
expert. The training expert has the capability to determine the 
performance of the detector, i.e., determine whether the 
anomaly does in fact describe a real problem situation or not. 
Upon getting the confirmation of real problem or not, the 
training expert can confirm the detector whether to be 
accepted or rejected for future testing.  

As the use of the OCSVM and the RBF kernel in this work, 
two parameters μ and σ are needed and further work to find 

out the relationship between these parameters and the 
confidence of the detected anomalies can be considered. 
Additionally, the ability of the OCSVM to detect anomalies 
relies on the choice of the kernel and further work can be 
done on choosing a novel, well-defined kernel which 
accounts for highly discriminative information and the 
detection results with different kernels can be also compared.  

Finally, methods to correlate different KPIs based on the 
topology to confirm the anomalies can be considered. As the 
abnormalities, once happen, are not generated in a random 
order but sequence of connected network elements. Grouping 
of KPIs based on topology information allows correlation 
between KPIs from different parts of the network and will 
result in good correlation. This could further prove the 
anomalies in the network and reduce the number of the false 
alarms. 
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