
 

 

 

  

Abstract—a new wavelet coding with ELHWT is presented. It 

is much more computationally efficient and uses much less 

internal memory than SPIHT. Image compression works on the 

problem of reducing the amount of data that is required to 

represent a digital image. This process removes redundant data 

from an image representation. The ELHWT algorithm is 

extended to the 3-D domain and a new 3-D wavelet tree based 

algorithm, which is much faster and uses less memory than 

previous 3-D wavelet tree based algorithms, is presented.  

 
Index Terms—Wavelet tree, image, compression, algorithm  

 

I. BASIC IDEA OF THE ELHWT ALGORITHM 

  Many algorithms which are based on wavelet tree (e.g. 

EZW, SPIHT, and their variations) [3], [4] start encoding 

wavelet trees from the highest wavelet level to the lowest 

wavelet level. In such algorithms, a wavelet tree must be 

scanned multiple times to complete the coding process. And 

the problem is inefficiency of these multiple scans, 

computationally. Unlike such inefficient algorithms, Our 

Efficient-Lowest-to-Highest-Wavelet-Tree (ELHWT) starts 

encoding from the lowest wavelet level and moves through 

the higher wavelet levels. Coding processes finish during a 

single backward coding pass. This approach makes our 

ELHWT efficient [1], [2].  

The ELHWT algorithm is very close to the algorithm in [4]. 

Assume jic ,  is a wavelet coefficient at coordinate (i, j). The 

wavelet tree structure used in the ELHWT algorithm is shown 

in Figure 1. It is similar to the wavelet tree structure in the 

algorithm in [4]. A coefficient with a coordinate of (i, j) in the 

level N subband has four offspring in the level N-1 subband. 

The coordinates of these four offspring are (2i, 2j), (2i, 2j+1), 

(2i+1,2j), and (2i+1, 2j+1). 

The definitions used in the ELHWT algorithm are given as 
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follows:  

• jic ,  : The wavelet coefficient at coordinate (i, j). 

• jiO ,  : A set of coordinates of all the offspring of (i, 

j). (relate to the offspring of jic , ) 

• jiL ,  : A set of coordinates of all the leaves of (i, j). 

(belong to the leaves of jic ,  ) 
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quantization level (maximum quantization 

threshold) of the coefficient jic , . ( jic , +1) is the 

number of bits required to represents its integer part 

of the absolute value. 
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=  : The maximum 

quantization level of the leaves of (i,j). 

• minq : The minimum quantization threshold. Any 

bits below minq are not present at the output of the 

encoder. 

• maxq : The maximum quantization level of the entire 

wavelet coefficients. 

Our most important step is building a map of maximum 

quantization levels of descendants (MQD map). Our 

approach utilizes the map as we want to store the maximum 

quantization level of WT. If an image has a size of hw× , the 

size of the MQD map will be
22

hw × . In the MQD map, 

each node jim , represents the maximum quantization level of 

all the descendants of the wavelet coefficient jic , . If the 

wavelet transform has N levels, The MQD map will have N-1 

levels. Therefore, (i, j) should lie in level 1 or higher levels. If 

(i, j) is in level 1, it will be the maximum quantization level of 

its offspring. If (i, j) is in level 2 or higher levels, it will be the 

maximum quantization level of its offspring and leaves. 
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Fig. 1 Wavelet tree structure in the ELHWT algorithm. 

 

 
Fig. 1 Coding process of the ELHWT algorithm. 

 

For the ELHWT algorithm, coding is achieved through the 

coding unit, which lies in three consecutive wavelet levels. A 

coding unit includes 20 wavelet coefficients and 5 MQD map 

nodes. Those 20 wavelet coefficients belong to the same 

wavelet tree. Figure 2 shows how to achieve ELHWT 

encoding based on the coding unit. The 25 small blocks in 

Figure 2 constitute a coding unit. In the wavelet coefficient 

domain, each small block represents a wavelet coefficient. 

Each small block in the MQD map represents a MQD node. 

The ELHWT algorithm utilizes the 22×  block wavelet 

coefficients in level N and the 22× block MQD nodes in 

level N to encode the 44 × block wavelet coefficients in 

level N-1 and generate a MQD node in level N+1. After 

encoding this coding unit, the encoding results of the 4×4 

block wavelet coefficients in level N-1 are output, and the 

newly-generated MQD node is written to the MQD map. The 

lowest level MQD nodes are generated based on the level 0 

wavelet coefficients. The higher level MQD nodes are 

generated during the encoding process. We can discard the 

lowest level MQD nodes after using them. Therefore the size 

of MQD map kept in the memory is
44

hw × . 

II. ELHWT ALGORITHM 

Notations of the complete ELHWT algorithm: 

• B x : The binary code of  || x  , e.g., B(5.5) = 101. 

• Tn : A binary code with a single one at the nth 

right-most-bit (n ≥ 0), e.g., T(0)=00000001; 

T(4)=00010000. 

• 
n

m
B : A section of binary code b, starting from the 

nth and ending at the mth right-most-bit 

)0( ≥≥ nm  e.g., 0010
1

4
00000100 =  ; 

01101
2

6
00110110 =  

 

 
 

 

 

Fig. 2 The subbands relationship in the ELHWT algorithm. 

(a) N level wavelet decomposition. (b) Further partition the 

LLN-1 subband. 

 

In order to effectively describe the coding steps, we give 

some other notations. As shown in [5], [6], [7], [8], for a 

N-level 2-D wavelet decomposition, there should be 3N+1 

subbands. They are 0HL , 0LH , 0HH , 1HL , 1LH , 

1HH , …, 1−NHL , 1−NLH , 1−NHH , and 
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1−NLL subbands. Figure 3(a) marks the 1−NHL , 1−NLH , 

1−NHH , and 1−NLL  subbands in wavelet decomposition. In 

the ELHWT algorithm, we further divide 1−NLL subands into 

four small subbands, as shown in Figure 3(b). The HLN, LHN 

and HHN subbands in the 1−NLL subband will be utilized to 

encode the 1−NHL , 1−NLH and 1−NHH subbbands. We use 

the notation NS  to represents the entirety of the three high 

frequency subbands at level N. Therefore, 0S  

represents 0HL , 0LH and 0HH subbands. 

NS represents NHL , NLH and NHH subbands. The 

complete ELHWT encoding steps are given as follows: 

A.  Encode level 0 to level N-2 high frequency subbands: 
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A.2 n=n+1. If Nn ≤ , go to step A.1 

Step A is used to encode the coefficients in 0S  to 2−NS . 

Step A.1 describes the process of encoding a coding unit. For 

each coding unit, we encode the sixteen (4×4 block) wavelet 

coefficients. After that, we move to the next coding units. 

After all the coefficients in xS  are encoded, we move to 

1+xS and encode the coefficients in 1+xS .  

B. Encode level N-1 high frequency subbands: 
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It shows how to encode the coefficients in 1−NS . Here, we 

utilize NS  to encode the coefficients in 1−NS . 

C. Encode the low frequency subband : 

:),( 1−
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Output ( )
min

max
, ||

q

q
cB ji

  

After all the coefficients in 1−NS are encoded, we move to 

the 1−NLL subband. We use uniform quantization to encode 

the coefficients in the 1−NLL  subband, which is shown in this 

step. 

III. ADVANTAGES OF THE ELHWT ALGORITHM 

From above coding steps, it can be found that the ELHWT 

algorithm is much more efficient than the algorithm in [4]. No 

tree-scanning, bitplane coding, or management of dynamical 

lists occurs in the ELHWT algorithm. All of the encoded bits 

for a coefficient are output during a one-pass coding. As a 

result, ELHWT is much faster than the SPIHT algorithm. 

The traditional algorithm in [4] requires very large internal 

memory usage. During that coding, three separate lists must 

be maintained. Often, the memory required to keep the lists is 

larger than memory to store the wavelet coefficients. Also, the 

lengths of these lists are image-dependent. Here, we choose a 

moderate case to calculate the memory usage of the algorithm 

in [4]. The memory requirement for that can be calculated in 

terms of bit-per-coefficient with the following equation:  

( ))()(
)()()( maxmaxmax CLnRLn

RC

LSPLLIPLLISL
+

++
 (1) 

As you can see, in Equation 1, number of rows and columns 

are represented by R and C. (.)maxL  represents the 

maximum length of a list. Let’s consider a moderate case. If 

we store a floating-point wavelet coefficient with 16 bits (2 

bytes), R and C are 512, and each list has the maximum length 

of RC/3, so that 18 bits/coefficient are required to store the 

lists. In this case, the memory usage for the lists is 112.5% of 

the memory usage for wavelet coefficients.  

However, in the ELHWT algorithm, we do not need to 

store any list. The only memory consumed is the MQD map. 

The MQD node in the MQD map is a maximum quantization 

level. Because each wavelet coefficient is stored in 16 bits, for 

each MQD node, we just need 4)16( =Ln  bits to represent 

it. Considering that the MQD map kept in memory is 1/16 the 

size of the image, we can get that the memory usage for the 

MQD map is 1/4 bit per coefficient. Compared with the 18 
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bits/coefficient in the SPIHT algorithm, the ELHWT 

algorithm uses 72 times less internal memory than the SPIHT 

algorithm. 

In this paper, the working mechanism and the complete 

coding steps of the ELHWT algorithm are given. 

 

IV. CONCLUSION 

In short our paper is based on comparison of our ELHWT 

and other algorithms (e.g. SPIHT) 

Our algorithm, presented in this paper, extended the 

recently-developed algorithms. The ELHWT algorithm 

begins to encode the wavelet trees from the lowest wavelet 

level and moves back through the higher wavelet levels. 

Experimental results show that the ELHWT is much faster 

than the well-known SPIHT. The internal memory usage of 

ELHWT is much less than the internal memory usage of 

SPIHT. The BCWT and SPIHT algorithm have almost 

identical PSNR performance, but the overall system memory 

usage of the BCWT algorithm is significantly less than the 

SPIHT. 
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