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Comparative Performance of Simulated
Annealing and Genetic Algorithm in Solving
Nurse Scheduling Problem

S. Kundu, M. Mahato, B. Mahanty and S. Acharyya

Abstract— Nurse Scheduling Problems (NSP) represent a
subclass of scheduling problems that are hard to be@. The goal
is to find high quality shift and resource assignmats, in
accordance with the labor contract rules, satisfyig the
requirements of employees as well as the employers
health-care institutions. The Nurse Scheduling Pralems (NSP)
can be viewed as Constraint Satisfaction Problem @&P) where
the constraints are classified as hard and soft catraints. In this
paper, a real case of a cyclic nurse Scheduling fgem is
introduced. This means that the generated roster ca be
repeated indefinitely if no further constraint is introduced. We
use two different methods, namely, Simulated Anneig and
Genetic Algorithm to solve this problem and comparé their
performances at different difficulty levels.

Index Terms— constraints,
scheduling, simulated annealing.

genetic algorithm, nurse

I. INTRODUCTION

In organizations that operate continuously, deiyk is
divided into shifts. In such a context, the Schieduproblem
consists in assigning a schedule to each workeichwh
involves building a timetable for a specified periorhe
timetable should comply with staffing requiremertit® rules
laid down by the administration and the labour cactt
clauses.

A nurse rosteris a timetable consisting of shift
assignments and rest days of nurses working aspitad In
nurse scheduling, the ultimate aim is to creaté ljgality
timetables, taking well-being of nurg@®] as a basis without
discarding the concerns of employers.

Work schedules directly affect the employees’
quality of life, and structure of work, family, andisure
activities. Effective scheduling of employees caduce both,
the size and the cost of the workforce. The objects to
satisfy the daily labor demands with the minimurmesor
minimum cost of the workforce. Typically,
scheduling problems atéghly constrainecand NP-hard. In
this paper, two different procedures are presefutiesiolving
the cyclicnurse-scheduling problem (NSRyhich involves
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personnel

the construction of duty rosters for nursing staffer a
pre-defined period.

Scheduling nurses to staff shifts involves cdesible
time and resources, and it is often difficult teatle schedules
that satisfy all the requirements.

The nurse scheduling is achieved based on sé&gjfrem
all nurses. Schedulers, who typically are heach@faurses
in the units, must assign nurses to each shift rdowp to
numbers and skill levels required while at the saime
balancing the workload among the nurses involved an
considering staff nurses’ preferences such as gimayi
requested days-off].

The NSP under study is incorporated with eéhmeain
components, i.e.

- Each nurse needs to express pesferencesas the
aversion to work on a particular day and shift.

- Theminimal coverage constrainesmbody the minimal
required nurses per shift and per day, and areénbéo any
shift scheduling problem.

- Thecase-specific constraingse not inherent to any NSP
instance but are ratherase-specific i.e. determined by
personal time requirements, specific workplace @@,
national legislation, etc.

Hence, the objective of the NSP is to satigfysas’
requests as much as possible without discardingdheerns
of employers.

1.
We are interested in those classes of NSP, whieh

PROBLEM DESCRIPTION
ar

P hstracted from real-life problems. There are twues$ of

nurse rosters, a two-shift system and a three-syfiem. In
this paper, we focus on the 3-shift systg®h. Each day
consists of three shifts:raorning-shift or M(8 a.m.—3 p.m.),
anevening-shifor E (1:30 p.m.—8:30 p.m.), andnéght-shift
or N (8:00 p.m.—8 a.m.). Nurses have to be assign#tege
shifts or give off-days. On any day only one slaifin be
assigned to any nurse. The scheduling period @llysane or
two week or one month. These schedules have tefysati
working contracts and meet the demand for a givenber of
nurses on each shift, and to be accepted by thi#é sta
concerned. The latter objective is achieved by mgeas
many of the nurses’ requests as possible. Fewdldrgtaken
into account for generating a roster. These include

—The number of nurses assigned to each workingrahit
be within the range of a certain maximum value amértain
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minimum value. cost2is the penalty cost for violatingpe2 constrairg. If

— The number of shifts assigned to each nurse must bkift sequence for any nurse violates any of thee2
within the limits of legal regulation. constraints then for each violatiooost2will be incremented

— Prohibited working patternsmust be prevented. A by 1.
“working pattern” is a sequence of working shiftepseveral cost3is the penalty cost for violatinype3 constraints
days. For example, if for any nurse the total numberdsy off” or

— Requests from nurses should be satisfied as much aay other shift does not fall within the mentioriexit, then
possible. for each violation the value of cost3 is incremeritg 1.

We will evaluate our method under differemditions.

For example we consider a scheduling term of 2 weakd We have assigned three different weights tceethr

there are 15 nurses to be scheduled. Accordirgdyptoblem different types of constraints. Let ywv,, w; are the weights
is to assign shift numbers (morning/evening/nigiy/aff), assigned to typel, type2, type3 constraints resfedet Then
i.e., values, to thenumber_of nursésumber_of days our objective is to minimize the

(15*14 =210) variables. Different hard and soft coristsa total cost , C = ycostl + w*cost2 + w*cost3
must be taken into account for generating a rosé've
considered the following types of constraints: We'll consider a solution feasible only if alletthard

constraints are satisfied (i.e. costl and cost2rémamized to

A. Hard constraints: - ; .
] o ~0). Solution strategy will also try to satisfy asamy
All the hard constraints must be satisfied to abtai gn.constraints as possible.

feasible solution.

1) Typel-constraints:

— Constraints on the number of nurses for each wgrkin . SOLUTION METHODS
shift per day: For each shift, the number of nutses to be
within the range of maximum and minimum values (mng:
4-6, evening: 3-5, night: 3-5).

2) Type2-constraints:

The roster must be cyclic and avoid the followin
prohibited working patterns—

“morning-shift after night-shift”,

“evening-shift after night-shift”,

“morning -shift after evening-shift”, and

“3 consecutive night-shifts”.

A satisfactory analytical solution procedure foreth
problem, even in its idealized form, has not yegrbéund.
We are thus forced to use heuristic methidd§. There are

everal approachg¢$] to the nurse scheduling based on the
iramework ofConstraint Satisfaction ProblefCSP)[13].
We have tried to solve randomly generated probtestances
using the two randomized CSP methods. The solutions
obtained by us are not always complete, in theeséret all

the soft constraints are not always fully satisfied

Number of variables in our problem, N =

B. Soft constraints: no_of_nursesnumber_of_daysThe main objective is to

The feasibility of a solution is determined by theassign shift values to all these variables suctttigstotal cost
satisfaction of hard constraints. But the qualityadeasible becomes minimum. The implementations given below
solution depends on the degree to which the safsteaints consider several problems consisting of i) the ltarktraints
are satisfied. and ii) soft-constraints mentioned earlier.

Type3-constraints:

For each nurse in this examplg of two weeks raweri A SIMULATED ANNEALING
problem, the typical type-3 constraints are

Total number of off-days = 4;

Total number of night-shifts = 3;

Total number of morning-shifts and evening-shifts f

each nurse is between 3 and 4.

This will vary depending on the scheduling periad a
number of nurses.

As we mentioned earlier, the roster is gendragsed on
the satisfaction of a number of constraints. Ak thard
constraints must be satisfied and soft constrahtaild be
satisfied.

The initial trial solution S in Procedure SA [18]abtained
by randomly assigning each nurse to one of thetbinéts or
day-off on each day. As a result, all the variakesour
problem k[nurse_no] [day_no] are assigned random shift
values. So, now, a subset of the constraints asatisfied.
The initial cost corresponding to S is calculatsihg the cost
function mentioned earlier. Now this cost is takesncurrent
cost c. Then we randomly choose a variable, i.e., a
combination of nurse_no and day_no, and changshifs
value randomly. In this way we move to a neighbayri
solution S’ of S. Then we calculate the cost cqroesling to

C. Cost function S’, taken as new cost. Now we have to take a decision,

We have designed a cost function depending @n twhether we will accept this movement permanenthynat:
different types of constraints mentioned earliental cost This is discussed in details Procedure SAgiven below.
will be calculated by combining following three ggof cost:  This process is repeated and the algorithm outpatfeasible

solution of lowest cost.

costlis the penalty cost for violating most importayye Procedure SA makes use of a number of parasndtee
of constraint i.etypel constraintlf the shift assignments on values of these parameters must be finely tundugroise,
any day violate any of thiypel constraird, then for each inferior results are obtained frequently. The miagbortant
violation the value o€ostlwill be incremented by 1. issue is the initialization of the temperature atite
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determination of the rate at which it should desecfd4]. In  of higher runtimes. Cross-over and Mutation opesatre

our problem a high temperature such as 2000 igligit used to generate new chromosomes[2]. Among the
chosen. Whenevechanges/trials> tcent the temperature is chromosomes generated, the one that had the higitesy
reduced fast using a parameter calfadtfactor having a among all feasible solutions is finally outputted.

typical value of 0.5; ithanges/trials< tcent,the temperature  Procedure GA

is reduced slowly. For the reducing factor, knows a 1. Startwith arandomly generated population ofh’,

tempfactowe choose a value of 0.98. The variable of interes bit chromosomes.

is c*, which stores the cost of the trial solution ofnimum Number of bits in each chromosome= number of

cost among all feasible solutions found so far,topthe nurse * number of days;

current instantc* is initialized to the initial cost. 2. Calculate the fitness f(y) of each chromosome y in

Procedure SA /* detailed procedure*/ the population.

{ 3. Move the best chromosome to the new population.
input a trial solution S; ¢ = cost(S); 4. Repeat the following steps until (n-1) more
c* = c; freezecount = 0; initialize temp; offsprings are created.
initialize frzlim, sizefactor, fastfactor, tempfacl (a) Select a pair of parent chromosomes from
minpercent, tcent; the current population, the probability of
while ( freezecount < frzlim ) { selection being an increasing function of

changes = trials = 0;
while ( trials < sizefactor * N ) {
/* N is determined by the size of the problem */
trials = trials + 1; generate a random neight&wf S;
c'=cost(S)A =c-c;
if (S'is feasible and cost(S') < c*)

fitness.  Selection is done “with
replacement”, meaning that the same
chromosome can be selected more than
once to become a parent.

(b) With probability R (crossover probability),

{S*=S" c* = cost(S); } cross over the pair between two ran(_jomly
/* save best feasible solution found sofar chosen points (chosen with uniform
if (A < 0) { changes = changes + 1; c=c;S=S"} probability) to form two offsprings. If no
/* downhill move */ cross over takes place, form two offspring
else /* possible uphill move */ that are exact copies of their respective
choose a random number r in [0,1]; parents. (Here the cross over rate is defined
if (r <= exp(Altemp) ) to be the probability that two parents will
{ changes = changes+1;c=c;S=S"} cross over between two break points).
} (c) Mutate the two offspring at a randomly
} chosen bit with probability Rthe mutation
if (changesitrials tcent ) temp = fastfactor * temp; probability or mutation rate) and place the
/* reduce temperature quickly */ resulting chromosomes in the new
elsetemp = tempfactor * temp; population.
/* reduce temperature slowly */ If n is even, one new population member caniseadded
if ( changesitrials < minpercent) at random.

freezecount = freezecount+1;

5. Replace the current population with new population.
elsefreezecount = 0;

6. Go to step -2 until a desirable solution is foumd o

} ; -
. . . . . maximum number of generations is completed.
output the final solution S*; /* S* is a feasibd®lution of 9 P

minimum cost */

} IV. EXPERIMENTAL OBSERVATIONS
B. GENETIC ALGORITHM
Our experimental result will show the best rostetabular
Canonical GAs [15] were not intended for functionform. A sample roster is given below. This rostefdr 15
optimization [3], but slightly modified versionsqued to be nurses and for one week.

successful [2]. In our experiments, the initial plation « Eachrow in the table 1 shows the shift sequenee of
consisted of WP random trial solutions, where WPs wa particular nurse.

chosen to be around 10. Each trial solution S imeeé as a «  Each columnin the table 1 shows shift assignment o
chromosome string of length N (number of variabdeined each nurse on that particular day.

earlier) where the elements were shift values,ithantegers «  The marks ‘M’, ‘E’, ‘N’ and *’ represent a morning
between 1 and 4. Each chromosome represents ongetem shift, an evening shift, a night shift, and a ddf/ o
solution. First element of any chromosome represiet shift respectively.

assigned to nurgen day; second element represents the shift . The number of nurses assigned to each shift isigive
assigned to nurgen day, and so on. The fitness function was at the bottom of the table 1.

essentially identical to the cost function usedSimulated «  The number of the shifts that each nurse workisén t
Annealing, and nGen had a typical value of 10,aG0ger scheduling period appears at the right of the table

values of nGen gave solutions of better qualithatexpense « The total cost will show the cost penalty for

ISBN: 978-988-98671-8-8 IMECS 2008



unsatisfied constraints. If all constraints arésiat,
then this cost is zero.

TABLE 1: A SAMPLEROSTER

MTWTFSS MOR EVE NGT OFF

n01:
n02:
n03:
n04.
n05:
n06:
n07:
n08:
n09:
nl10:
nll:
nilz:
nl3:
nl4.
ni5:

*ZmZ

M*Zmzm*Z *Z2zSzmz
zZ o mmETz=z Sz *
*MET v >zmMmEmME_m *+Z
ESmmz>xMEIMZTZ5m
ESzZmz +xTZmMZmM +Z x <M
NDNDNDNDNDNDNDNDNNDNNDNNNDNNDDNDDN
NDNDNDNDNDNDNDNNDNNNNNDNDNNDDNDN
NDNDNDNNDNDNDNDNNDNNDNDNNNDNDNDDNDDN
PR RrPRrpRrpRprRrRrRRrRrRRrRRR

mzzmzmzm

MOR:
EVE:
NGT:
OFF: Total Cost=0

We now summarize our experimental observationshen t

Nurse Scheduling Problem (in Table 2). The two CS
th

methods were programmed in C and run on

Proceedings of the International MultiConference of Engineers and Computer Scientists 2008 Vol I
IMECS 2008, 19-21 March, 2008, Hong Kong

quality of the solution was not very impressive.isTls
because no constraints checking is done while ¢hgos
cross-over points. And often, after cross-over, tiéd
chromosome may not be as good as their parent.

TABLE 2: THE NURSESCHEDULING PROBLEM
PERFORMANCE OFSIMULATED ANNEALING AND GENETIC ALGORITHM

Period | Probs | Method | Solved | Cost | Time
(days) (sec)
7 100 SA 88 0.27 0.77
GA 80 26.85 2.5
14 100 SA 92 0.11 2.85
GA 73 4.72 7.21
21 100 SA 100 2.46 3.48
GA 86 22.16| 8.26
30 100 SA 65 252 | 11.77
GA 24 30.00| 11.28

V. CONCLUSION

The Nurse Scheduling Problem is a complex scheglulin
problem. The runtime increases as the number oéhlar
becomes higher. Assigning proper weight to eaclstcaimts
helps to get feasible solution faster. But if weigis too much
weight to the hard constraints, then the solutiohgood
quality are hard to find. Of course, not every @nty

enerated problem instance has a feasible soliren no
eight it assigned to the constraints it is quitsgible that
§ome of the problems do not have feasible solutions

WINDOWS-based Pentium 4 machine. The random number

generators random(int) and rand() were used foerggimg
random numbers. Identical problem instances wenefou
both the methods. We wanted to create random icstaof
the NSP that were realistic and indicative of réiéd
situations. For this purpose, we collected datautiporse
rosters from well-known Peerless Hospital in Kodkat
Duration of roster varies in different hospitals,vee decided
to keep the duration between 7 to 30 days. Hardtcaints
are same for all the problems. Here Soft conssaapend on
the roster period. 100 problems were generateddoh set.
We determined the number of problems solved irt arsthe
average runtime in seconds. We also computed, doh e
feasible solution, the number of unsatisfied softstraints.
The averages were taken over solved instances.

The methods were compared on the basis of thresiari
i) the number of problems solved (denotedSmfvedin the
table 2) in each set of 100; ii) the runtime ins®taveraged
over solved problems (denoted Biynein the table 2), iii) the
average cost of the solution obtained (denote@dustin the
table 2),
soft-constraints which were not satisfied.

Simulated Annealing (SA) is the better methodgpdion
the basis of the three criteria mentioned above. quality of
solutions improves markedly as parameters aretfined to
their optimal values. Problems become harder teesibithe
constraints are made stricter.

To solve the same problems, Genetic Algorithm \@As
not very effective compared to SA. It took morediand the

ISBN: 978-988-98671-8-8

cost being determined by the number d5]

In this paper, we applied Simulated Anmegaland
Genetic Algorithm for solving Nurse Scheduling Fesb
which was modeled as weighted CSP. In most ofélsesour
programs were able to return a feasible solutidisfgang the
hard constraints. But the SA implementation protede
more useful than GA. What is more interesting it tthe
resulting roster is cyclic, i.e. the same roster ba repeated
after the given duration.
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