
 

  
Abstract—The Reference Model for Open Distributed 

Processing (RM-ODP) defines a framework within which 
support of distribution, interoperability and portability can be 
integrated. An ODP system is defined in terms of five viewpoints. 
The ODP engineering specification consists of a set of 
engineering objects which communicate via a channel object. The 
engineering viewpoint defines the ODP transparencies and ODP 
functions. We focus in this paper on the language of the channel 
engineering object. We associate to each component state of a 
global state a set of words that may be contained in channels. We 
define, for each object, a grammar ‘like’ context free in which, 
each rule is of the form   X→ u-1Yv, where u-1Yv stand for the 
residual of the language (L(Y)v) with regard to u. We use 
context-free grammar properties to make transformations and 
appear a symbol X in the right member of each X-production to 
express loop and cycle transitions in the CFSM. The algebraic 
property of context-free languages is then used to calculate these 
languages which are minimal solution of a system of equations. 
These languages can be used to verify some protocol properties 
such as reachability and deadlock problems.  
 

Index Terms— RM-ODP, Engineering Language, Channel 
Object, Context free languages, Residual languages. 

 

I. INTRODUCTION 
 
The rapid growth of distributed processing has led to a need 
for coordinating framework for the standardization of Open 
Distributed Processing (ODP). The Reference Model for Open 
Distributed Processing (RM-ODP) [1-4] provides a 
framework within which support of distribution, networking 
and portability can be integrated. The foundations part [2] 
contains the definition of the concepts and analytical 
framework for normalized description of (arbitrary) 
distributed processing systems. These concepts are grouped in 
several categories. The architecture part [3] contains the 
specifications of the required characteristics that qualify 
distributed processing as open.  It defines a framework 
comprising five viewpoints, viewpoint language, ODP 
functions and ODP transparencies.  
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The five viewpoints, called enterprise, information, 
computational, engineering and technology provide a basis for 
the specification of ODP systems.  
 

Each viewpoint language defines concepts and rules for 
specifying ODP systems from the corresponding viewpoint. 
The first three viewpoints do not take into account the 
distribution and heterogeneity inherent problems.  This 
corresponds closely to the concepts of PIM (Plat-form 
Independent Model) and PSM (Plat-form Independent Model) 
models in the OMG MDA architecture. That is, it is the 
engineering viewpoint which takes into account all the 
inherent problems to distribution and openness.   The ODP 
functions are required to support ODP systems.  The 
transparency prescriptions show how to use the ODP 
functions to achieve distribution transparency. 

However, RM-ODP only provides a framework   for the 
definition of new ODP standards.  These standards include 
standards for ODP functions; standards for modelling and 
specifying ODP systems; standards for programming, 
implementing, and testing ODP systems.   

In previous works [5, 6, 7], we have treated the need of 
formal notation of ODP viewpoint languages. Indeed, the 
viewpoint languages are abstract in the sense that they define 
what concepts should be supported, not how these concepts 
should be represented. It is important to note that, RM-ODP 
uses the term language in its broadest sense:" a set of terms 
and rules for the construction of statements from the terms;” it 
does not propose any notation for supporting the viewpoint 
languages.  In this work we focus on the ODP engineering 
Channel Object Language.  Our objective in this paper is 
apply a theoretical framework for calculating the set of words 
that can be contented in the FIFO channel objects [8], in the 
context of RM-ODP.  

 Ideed, FIFO systems consist of sequential processes that 
communicate via unbounded channels; each process can be 
modeled by a Finite State Machine (FSM). Communicating 
Finite State Machines (CFSM) can be seen as a system of 
FSM’s equipped with a collection of FIFO channels, and a 
system of CFSM can be represented by automata [9, 10].  
This model is used to verify some properties such as safety 
which can be reduced to reachability problem. The 
reachability set is the set of all reachable states and it’s the 
purpose of reachability analysis. Computing this set is not 
reasonable especially if it’s infinite. This problem is, in 
general, undecidable [10] due to the explosion of state space. 
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For the verification of such system and depending on the 
transition relation of the automata, several approaches have 
been developed : 

 The reduction of the global state space using partial order 
reduction [11, 12, 13]. 

 The well structured transition system in the case where 
there exists a well quasi- ordering over the set of states [14, 
15, 16]. 

 The regular model checking where states are represented 
by words and the transition relation is regular expression 
[17, 18, 19] 
 
Some searchers are interested by languages of FIFO 

channels; the main goal is to have a class of systems for which 
the limit language of queues is regular and then, it can be 
analyzable. Pachl [20] introduced assertions in form of 
recognizable description of content of channels, and proved 
that if the language of the channels is known then the 
reachability question is decidable. Boigelot and al. [21] 
considered individual operations on channel language as well 
as the iterated operation for loops and proposed heuristic for 
calculating limit set.  Trefler et a. [22, 23] studied the class of 
piecewise languages, which are those recognized by 
nondeterministic automata whose only nontrivial strongly 
connected components are states with self loops, and proved 
that this class of FIFO channel systems is analyzable. Le Gall 
et al. [24] extended the model to an abstract lattice for which 
any increasing chain, using a widening operator, stabilizes 
after a finite number of steps; the notion of widening operator 
is to guess the limit of fix-point computation. The 
approximation, in this framework, can be not exact; in this 
sense a finite language can be approximated by an infinite 
one. 

Generally speaking, there was no method for calculating 
limit languages for any FIFO channel systems.  

We focus in this paper on FIFO channel languages of 
Communicating Distributed Engineering Objects. Our 
objective in this paper is to establish a theoretical framework 
for calculating the set of words that can be contented in the 
FIFO channel objects 

We consider an ODP engineering object as a Finite State 
Machines, and an ODP specification as a collection of 
engineering object which communicate via and ODP channel 
object. We associate to each component state of a global state 
a set of words that may be contained in channels. We define, 
for each CFSM, a grammar ‘like’ context free in which, each 
rule is of the form   X→  u-1Yv, where u-1Yv stands for the 
residual of the language  (L(Y)v) with regard to u such that: X 
and Y are variables corresponding to control  states, and L(Y) 
is the language generated by  Y. We use context-free grammar 
properties to make transformations and appear a symbol X in 
the right member of each X-production to express loop and 
cycle transitions in the CFSM. The algebraic property of 
context-free languages is then used to compute these 
languages which are minimal solutions of a system of 
equations. 

The reminder of the paper is organized as follows. We 
introduce the model of communicating finite state machines in 
Section 2. FIFO channel languages and grammars are defined 
in Section 3.  In Section 4 we use the algebraic property of 
context-free languages to calculate the channel languages, 
which are minimal solutions of some fix-point operator. A 
conclusion and perspectives end the paper.   

II. THE SYSTEM MODEL  
A Communicating Finite State Machine (CFSM) System is 

a finite state automaton equipped with a collection of finite 
state machines, and a collection of unbounded channels. There 
are generally two one-directional FIFO channels between each 
pair of machines. Each FSM may read from its incoming 
channel and write on its outgoing channel. If there is n FSM 
then the CFSM system is with n2-n channels and is defined as 
follows: 

 
For a set of FSM (Ai) 1≤ i ≤ n, where Ai = (Qi, Σi, δi, qi

0), the 
CFSM is a structure (Q, Σ, q0, δ) such that: 

Q = Q1 x Q2 x …x Qn is the set of control states.  
Σ = (Σ1∪ Σ2 ∪… ∪ ΣN) where Σi is the alphabet of channel 

Ci with Σi ∩ Σj = ∅, ∀ i         ≠ j.  
q0 = (q1

0, …,qn
0) is the initial state. 

δ ⊆ Q x (∪i{i!a, i?b / a, b ∈Σi}) x Q is the transition 
relation, where i!a denotes the sending operation of the 
message a to the channel Ci (or write operation) and i?b the 
receiving operation of the message b from the channel Ci (or 
read operation). The transition relation is, in fact, built up 
from the transition relations of the FSM Ai’s where δi ⊆ Qi x 
(∪i{i}x{!,?}xΣi)x Qi such that, if (q, op, q’) ∈ δ then there is a 
FSM Ai such that (qi, op, qi’) ∈ δi with op ∈ (∪i{i}x {!, ?}x 
Σi), qi and qi’ are components of q and q’.  

 
 Fig.1 shows an example where two different automata P1 

and P2 are communicating via two FIFO channels; P1 is a 
sender process and P2 is the receiver. The corresponding 
CFSM is showed in Fig.2. 
 

A global state of CFSM is a configuration which consists of 
two parts: component states representing the local states of 
processes and the contents of channels. Let S = Q x Σ1* x …x 
Σn* be the set of global states and s0 = <q0, ε, …, ε> be the 
initial configuration. A labeled transition relation  is 
defined, on the configuration set of CFSM, by the following 
two rules: (<s1, w1, … , wi, …, wn> ∈ S) 
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(i)  If (s1, i!m, s2) ∈ δ, where m ∈ Σi then  
<s1, w1, … , wi, …, wn>   <s2, w1, …,wi.m,…,wn>  
(ii) If (s1, i?m, s2) ∈ δ, where m ∈ Σi and  wi = m.wi’  then    

 <s1, w1, …, wi, …, wn> <s1, w1, … , wi’, …, wn> 
The reflexive transitive closure is defined as usual. A 

global state s is reachable if it’s reachable from the initial state 
s0 i.e. s0 s. 

 

III. FIFO CHANNEL LANGUAGES 
We associate to each component state of a global state a set 

of words that may be contained in channels; this set is a 
language which can be calculated as shown in this section. 

When the system has only one queue, there is no problem 
to represent a content of queue, we use finite words. But if 
there are many queues, we use a vector to represent N words 
(N>1). We set  Σ = (Σ1, Σ2,…, ΣN) where Σi is the alphabet of 
queue i, and we have   Σk = (Σ1, Σ2,…, ΣN)k =  (Σ1

k, Σ2
k,…, 

ΣN
k) and then Σ* = (Σ1

*, Σ2
*,…, ΣN

*). 
Let (Q,Σ, q0, δ) be a CFSM, and Q x Σ* be the global state 

space. The reachability set is an element of  ℘(Q x Σ*). We 
associate a set of queue contents to each control state by 
considering a map L : Q   ℘(Σ*) associating a control 
state q with L(q) representing all possible contents of queues 
when the system is in the control state q. 
Let O = ∪i {i} x {!,?} x Σi be the set of operations. We 
consider the function ϕi (res. ψi) from O to Σi* which extracts 
the input (res. the output) message defined as:  ϕi (j!m) = m if i 
= j  and ε otherwise (res. ψi (j?m) = m if i = j  and ε 

otherwise). These functions can be extended to 
homomorphisms from O* to Σ* by taking ϕ(op) = 
(ϕ1(op),…,ϕN(op)) and ψ(op) = (ψ1(op),…,ψN(op)).  

A. Definition 
Let L be a language on Σ ( L ⊆ ℘(Σ*)) and i?m be an 

operation in O. The residual of  L related to a word m, noted 
(ψ(i?m))-1 L, is defined as follows: 

(ψ(i?m))-1 L = {(u1,…,ui,…uN) ∈ Σ* / (u1,…,mui,…uN) ∈ L}. 

We note that if for any (w1,…,wi,…wN) ∈ L such that wi is 
not prefixed by m, then (ψ(i?m))-1 L = ∅  ( ∅ = (∅,…,∅)). 

B. Proposition 
Let (Q,Σ, q0,δ) be a CFSM. According to rules (i) and (ii) 

the two following rules hold: 
a)   (s1, i!m, s2) ∈ δ with m ∈ Σi   ⇒   L(s1) ϕ(i!m) ⊆ L(s2). 
b)   (s1, i?m, s2) ∈ δ with m ∈ Σi   ⇒  (ψ(i?m))-1 L(s1) ⊆ L(s2). 
 
Proof  
a) Let be (w1, … , wi, …, wn ) ∈ L(s1).The global state 
<s1, w1, … , wi, …, wn> is, then, reachable. 
If   (s1, i!m, s2) ∈ δ with m ∈ Σi then <s2, w1, … , wim, …, wn> 
is a global state, which is an immediate successor of <s1, w1, 
… , wi, …, wn> according to rule (i). We have, then, ( w1, … , 
wim, …, wn) ∈ L(s2) i.e. (w1, … , wi, …, wn) ϕ(i!m) = (w1, … 
, wim, …, wn)∈ L(s2); it follows that    L(s1) ϕ(i!m) ⊆ L(s2).  
b) Let (w1, … , wi, …, wn ) ∈ (ψ(i?m))-1 L(s1), i.e. (w1, 
… , mwi, …, wn ) ∈ L(s1).  If (s1, i?m, s2) ∈ δ with m ∈ Σi 
then <s2, w1, … , wi, …, wn> is an immediate successor of  
<s1, w1, … , mwi, …, wn> according to rule (ii), and then  (w1, 
… , wi, …, wn) ∈L(s2).  
According to this proposition, we have, for any s’ ∈ Q: 
L(s’) = {L(s) ϕ(i!m) / i ∈{1,…N}, m ∈ Σi, s ∈ Q :  s s’ is 
a labelled transition }   

 ∪ {(ψ(i?m))-1 L(s) / i ∈ {1,…N}, m ∈ Σi, s ∈ Q :  s s’ is 
a labelled transition } 
 ∪  E(s’) where 
  E(s’) = {ε} if s’ = q0 and ∅ otherwise, with convention ε = 
(ε,…,ε).  
This defines a system of card (Q) equations and card (Q) 
unknown to de determinated. 
Example 1. (Case of one channel) 
  

Given the CFSM depicted in fig:1 , which models sender 
and receiver processes acting only on one channel, we have 
the following system: 
       L(0,0) = L(0,0) a  +  L(0,0) b  +  a-1 L(0,1)  + ε 
       L(0,1) = L(0,1) a  +  L(0,1) b  +  b-1 L(0,0) 
This is equivalent to the system: 
       L(0,0) = L(0,0) (a + b)  +  a-1 L(0,1)  + ε 
       L(0,1) = L(0,1) (a + b)  +  b-1 L(0,0). 

C. CFSM grammars 
The languages L(s), s ∈ Q, of the previous system can be 

calculated as solution of some fix-point operator. We define 
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an algebraic grammar G, and associate to each state x a non 
terminal symbol X such that LG(X) = L(x). 
Let A = (Q,Σ, q0,δ) be a CFSM. We define a grammar G = (Σ, 
V, P), where V and P are defined as follow: 
1) s ∈ Q if and only if S ∈ V. (card (V) = card (Q)) 
2) - s1  s2 is a labeled transition in A if and only if  s2 
→ s1 ϕ(i!m) is a production in P 

- s1 s2 is a labeled transition in A if and only if s2 → 
(ψ(i?m))-1 s1 is a production in P 
       - q0  → ε is in P. 
The grammar in tab.1 is a  grammar corresponding to CFSM 
in fig.1, where S00 and S01 denote respectively states (0,0) and 
(0,1). 
             S00  →  S00 a   +  S00 b   +  b-1 S01  + ε  
             S01  →  S01 a   +  S01 b   +  a-1 S00  

                                  Tab.1 
 

IV. ALGEBRAIC PROPERTY 
The inclusion relation gives to ℘(Σ*) a complete lattice 

structure that can be extended to Cartesian product of sets of 
Σ* such that L = (L1,…, Lm) ⊆ M = (M1,…, Mm) if and only if  
∀ i (1 ≤ i ≤ m)   Li ⊆ Mi . Let T = ℘(Σ*) x…x ℘(Σ*) be the 
Cartesian product m times. We denote by ⊥ = (∅,…, ∅) the 
smallest element of T. 

A. Theorem (Knaster-Tarski [26]) 
Let (E, ⊆, ⊥) be a complete lattice set and let τ : E → E be a 

monotonous function, then τ has a least fix-point which is  
∪i≥0τi(⊥). 

B. Definition 
Let G = (Σ, V, P) be a grammar. To each L = (L1, …, Lm) ∈ 

T, we associate the homomorphism λL :  ℘(Σ ∪ V)* → 
℘(Σ*) defined as follows:  
       λL(x) = x , ∀ x ∈ Σ, and  λL(Si) = Li  ∀ Si ∈ V.  
This homomorphism can be extended to m Cartesian products 
of ℘(Σ ∪ V)* such that: 
If B = (B1,…, Bm)  then  λL(B) = (λL(B1),…, λL(Bm)) and we 
set b ̑(L) = λL(B) for any B ∈℘(Σ ∪ V)* x… x ℘(Σ ∪ V)* (m 
times). 
 Now, if P = (P1, P2,…, Pm)  where Pi = {u ∈ (Σ ∪ V)* / Si → 
u is a production in P}, we have, for any  L ∈ T,  λL(P) = 
p ̑(L). (p ̑ is a function from T into T defined by the grammar). 

C. Proposition 
Let G = (Σ, V, P) be a grammar proper and p ̑ defined as 

before. There exists a unique L = (L1, …, Lm) ∈ T such that L 
= p ̑(L). 
The proof use theorem of Knaster -Tarski.and we have L = 
∪n≥0 p ̑n(⊥). We can then calculate the solution L by successive 
approximations: p ̑0(⊥) = ⊥, p ̑1(⊥), …. 
 
Example1. (System with only one queue) 
For the grammar, in tab.1, corresponding to fig.2, we have: 
Σ = {a, b}, V = {S00, S01}, P0 = { S00 a + S00 b + a-1 S01 + ε}, 

P1 = { S01 a + S01 b + b-1 S00} and P = (P0, P1).  
Let be L = (L00, L01) such that  L = p ̑(L). The solution can be 
calculated by successive approximations: 
 p ̑0 (⊥) = (∅, ∅), 
 p ̑1 (⊥) = p ̑(∅,∅) = (ε,∅), 
 p ̑2 (⊥) = p ̑(ε,∅) = (a + b + ε, ∅), 
p ̑3 (⊥) = p ̑( a + b + ε, ∅) = ((a + b)2 + (a +b) + ε, ε), 
 p ̑4 (⊥) = p ̑((a + b)2 + (a +b) + ε, ε) = ((a + b)3 + (a + b)2 + (a 
+b) + ε, (a +b) + ε), 
 … 

We calculate LG(S), for each S ∈ V, by successive 
approximations. We note that if there is a cycle (or a loop) of 
sending transitions or receiving transitions, in the control 
structure of CFSM, we may, then, use the star operation of 
messages labeling this cycle, and it may be  calculated in a 
single step. The approximation converges quickly in this case. 
For this reason we enounce some results to transform a 
grammar into an equivalent grammar. 

We transform each production S → u-1 B v into a 
production of the form S → x-1Sy +C. For example, we 
replace the production S00 → b-1 S01, for grammar in tab.1, by 
the production S00 → b-1 a-1 S00 + C, or S00 → (a b)-1 S00 + C 
where C = b-1 S01 (a + b).(see tab.2 for equivalent grammar). 

Note that the expression x-1Sy denotes x-1(Sy): the left 
residual of language (Sy) related to x. 

 
       S00  → S00 (a + b)  +  (a b)-1 S00 + b-1 S01 (a +b) + ε 
       S01  → S01 (a + b)  +  (b a)-1 S01  + a-1 S00 (a +b) 
                                      Tab.2 
The grammar in tab.2 is equivalent to the following 

grammar: 
 
      S00 → S00 (a + b)*  +  ((a b)*)-1 S00 + b-1 S01(a + b) + ε 
      S01  → S01 (a + b)* +  ((b a)*)-1 S01 + a-1 S00(a + b) 
                                       Tab.3 
The solution, corresponding to the grammar in tab.3, can be 

calculated as follows: 
p ̑1 (∅,∅) = (ε, ∅) 
p ̑2 (∅, ∅) = p ̑ (ε, ∅) = ((a + b)*, ∅) 
p ̑3 (∅, ∅) = p ̑ ((a + b)*, ∅) = ((a + b)*, (a + b)*) 
p ̑4 (∅, ∅) =  p ̑3 (∅, ∅) =((a + b)*, (a + b)*) . 
We have then, the language of the channel, when the 

system is in control states (0,0) and (0,1), is (a + b)*, i.e. LC1 
(0,0) = LC1 (0,1) = (a + b)*. 

 

V. CONCLUSION AND FUTURE WORK 
In this paper, we apply a theoretical framework for 

calculating the languages of channels for communicating 
finite state engineering objects in the context of RM-ODP.  
These languages are fix-point of a system of equations which 
can be generated by context-free grammars; where the right 
member of each production is of the form A-1 S B, A is a set 
of terminal symbols and A-1 is the left residual of the language 
generated by S B, i. e.  A-1L(S B).    Hence, we are studying   
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how the proposed framework can be effective by developing 
tools for this method. As the objective is to verify properties 
of communication protocols, we are studying how to 
determine the test sequences. We are also trying to extend the 
framework to timed automata.  
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