
 
 

 

  
Abstract—In order to effectively restrain the impact of 

network delay for the networked control systems (NCS), a novel 
approach is proposed that new Smith predictor combined with 
nonlinear PID control for the NCS. This approach can 
adaptively tune parameters of the nonlinear PID controller. 
Because new Smith predictor hides predictor model of the 
network delay into real network data transmission process, 
further the network delay no longer need to be measured, 
identified or estimated on-line. Simultaneously this new Smith 
predictor doesn’t include the prediction model of the controlled 
plant, thus it doesn’t need to know the exact mathematical 
model of the controlled plant beforehand. It is applicable to 
some occasions that network delay is random, time-variant or 
uncertain, larger than one, even tens of sampling periods, and 
there are some data dropouts in closed loop. Based on 
CSMA/AMP (CAN bus), the results of the simulation show the 
validity of the control scheme. 
 

Index Terms—Networked control systems (NCS), nonlinear 
control, network delay, Smith predictor.  
 

I. INTRODUCTION 
Feedback control systems wherein the control loops are 

closed through a real-time network are called networked 
control systems (NCS) [1][2]. The primary advantages of 
NCS are low cost, reduced weight, simple installation and 
high reliability [3]. The insertion of the communication 
network in the feedback control loop makes the analysis and 
design of NCS complex because of the network delays, 
which occur while exchanging data among devices 
connected to the shared medium. The delays, either constant 
or time varying, can degrade the system dynamic 
performance and are a source of potential instability [4]. 

Recently, much attention has been paid to the network 
delays and stability analysis for NCS [5]-[7]. Nilsson 
modeled network delays as random delays governed by an 
underlying Markov chain and solved the LQG optimal 
control problem [4]. Based on the Markov characteristic of 
network delays, Zhu and Liu et al. analyzed the stability of 
such NCS by using jump system methods [8][9]. A stochastic 
optimal control law was derived for NCS that the delays 
wherein have Markov characteristic [10]. While using 
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Markov chains to model the network delays in an NCS, we 
notice that in all of the papers above-mentioned, the initial 
distribution probability and state transition matrix of delay 
Markov chain are assumed to be known in advance. The most 
of the papers usually fall into the cases of constant delay or 
the nodes are synchronous, etc.  But, these assumptions might 
be invalid for real NCS [11][12]. 

In the control engineering, the PID control technique has 
been considered as a matured technique in comparing with 
other control techniques. In fact, this technique is far away 
from maturity if PID controllers are used beyond as a linear 
tool. Even for the study of a linear PID, the improved 
schemes for adaptation or self-tuning are still in the list of hot 
topics. In recent years, nonlinear PID control has received 
more attentions from the control community. Because the 
controlled plant of the NCS might be time-variant or 
nonlinear, and the models of Smith predictor and true 
controlled plant might be unmatched, therefore, the nonlinear 
PID controller that can automatically tune and modify PID 
parameters on-line is required for the NCS. 

In this paper, a novel approach is proposed that new Smith 
predictor combined with the nonlinear PID control for the 
NCS. It enhances the system robustness and the ability of 
interference rejection, and realizes Smith dynamic prediction 
compensations for the delays of the network. Furthermore, 
we can totally eliminate the delay in the return network path, 
remove the network delay in the forward path from the loop, 
where network delays are allowed to be random, time-variant 
and uncertain, possibly large compared to one, even tens 
sampling periods. Therefore, the traffic on the return network 
path does not need to be scheduled, allows utilizing the 
capacity of communication channel more effectively than 
static or dynamic scheduling could, simultaneously increases 
system robustness when there are data dropouts in return 
network path. Based on CSMA/AMP (CAN bus), the results 
of simulation show validity of the control scheme in the NCS. 

This paper is organized for four sections as follows: 
section II analyses the Smith predictor and proposes a new 
Smith predictor, introduces nonlinear PID controller. The 
simulation is researched in section III, followed by 
conclusions in section IV. 

II. PROBLEM DESCRIPTION 

A. Structure of the NCS  
In the NCS, network delay is primary factor which 

influences the system performance. The typical structure of 
the NCS is shown as fig.1. 

We assume that sensor is time-driven, and controller and 
actuator are event-driven. Where the Gp(s) is the controlled 
plant without delay, the C(s) is controller, the r and y are the 
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Fig. 1   Structure of the NCS 

input and output of the system respectively, the τsc and τca are 
network delays, the τsc is from the sensor to controller, and the 
τca is from the controller to actuator. The total network delay 
(τ = τsc + τca) is larger than one, even tens sampling periods. 

 
 
 

 

 

 

 

 

 

 
The closed loop transfer function is given by 
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From the (1), we can be seen that e-τ

ca
s and e-τ

sc
s have been 

contained in the denominator of the closed loop transfer 
function. They can degrade the performances of the NCS and 
even cause system instability. 

B. Smith Predictor for the NCS 
The internal compensation loop is closed around the 

controlled plant side of the network. The Smith predictor can 
be described as Fig.2.  

  
 
 
 
 
 
 

 
 
 

 
 
Where the Cm(s) is the prediction model of the C(s), and the 
τscm and τcam are respectively the prediction values of the 
network delay τsc and τca. The closed loop transfer function of 
the system is given as follows    
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If the τcam = τca, τscm = τsc, Cm(s) = C(s), the prediction models 
can accurately approximate the true models, the above (2) is 
reduced to 
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Though the Smith predictor can totally eliminate the delay 

τsc in the return network path, remove the delay τca in the 
forward network path from the closed loop, and the delays 
can be totally compensated when the prediction models can 

accurately approximate the true models. However, above 
mentioned Smith predictor has some problems:   
1)     It is difficult to satisfy complete compensation 

conditions. First, because of the delay uncertainty, it is 
hard to get the precise prediction models of the τscm and 
τcam , and will result in the delay errors when delay is 
estimated or identified on-line. Secondly, on account of 
the clock of the network nodes might be asynchronous 
[13], it is difficult to get the exact values of the delays by 
the measurement on-line. Thirdly, owing to the network 
delays result in the vacancy sampling and the 
multi-sampling, the Smith predictor will bring the 
compensation model errors. 

2)    When the network delay large compared to one, even 
tens sampling periods, a lot of memory units are 
required for storing old data in the controller, actuator or 
sensor nodes, consume memory resource and increase 
calculation delay inside the nodes [14]. 

C. New Smith Predictor for the NCS 
We aim at existent issues of the fig.2, a new Smith 

predictor is shown in Fig. 3. 
 
 
 

 
 
 

 
 

 
 
 

 
 

The closed loop transfer function of the system is given as 
follows 
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According to the (4), the fig.3 can be treated as fig.4. 

 
 
 
 
 

 
 
From the Fig. 3 to Fig. 4 and the (4), we can see 
1)   The structure of the NCS with the new Smith predictor 

compares with the hierarchical control structure which 
is based on the remote given signal and local control.  
Their similarities are 

(a) The remote control is converted to the local control, 
and the remote controller is moved to the field node. This 
ideal has widely been used in the control systems with 
remote monitoring function, including the DCS and 
PLC. 
(b)  Information interchanges with the upper computer. 
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Fig. 2    NCS with Smith predictor 
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(a) What time of the remote control node C10 of the 
event-driven is triggered by the real-time measurement 
signal from the field sensor, it is completely determined 
by the delay τsc of the feedback network path. At the 
same time, the data dropouts in the feedback network 
path will influence triggered frequency of remote control 
node C10, further affect control performance of the entire 
NCS. 
(b) What time of the field controller/actuator node of the 
event-driven is triggered by the remote given reference 
signal, it is completely determined by the delay τca of the 
forward network path. Simultaneously, the data dropouts 
in forward network path will influence triggered 
frequency of the field controller/actuator node, further 
affect the control performance of the entire NCS. 
(c) The remote control node C10 can directly acquire the 
real-time and on-line measurement signal of the field 
controlled plant from the field sensor, both can 
dynamically achieve to identify the model parameters of 
the controlled plant, and can dynamically come true to 
modify and tune the parameters and states of the field 
controller/actuator node.  
(d) The remote control node C10 can take full advantage 
of the real-time and on-line measurement signal of the 
field controlled plant from the field sensor, and can 
implement the complex control algorithms (such as, 
some advanced control algorithms), simultaneously, can 
share the real-time and on-line network resources or 
measurement data with other networked control systems 
or network nodes together. Even, the output signals of 
the remote control node C10 can directly be applied to 
control the field controlled plant. Therefore, its research 
significance is more important than normal hierarchical 
control structure. In the hierarchical control structure, the 
remote control node C10 cannot directly obtain the 
real-time and on-line measuring signal from the field 
sensor. 

2)  The new Smith predictor realizes dynamic prediction 
compensation for the network delay on structure. The 
delay of the forward network path is removed from the 
closed loop, and appears as gain block before the output, 
and the time-variant uncertain delay in the return 
network path is totally eliminated from the closed 
control system. Further, it can cancel the effect of 
network delays for system stability, and enhances the 
control performance quality of the entire NCS. 

3)     Because the delay on the return network path can totally 
be eliminated, therefore the traffic on the return network 
path does not need to be scheduled, and the output signal 
of the field sensor, whenever possible, can directly be 
transmitted back to remote controller node C10 on the 
on-line and real-time. On the one hand, this allows 
utilizing the capacity of the communication channel 
more effectively than static or dynamic scheduling 
could. On the other hand, increases system robustness 
when there are data dropouts on the return network path. 

4)  The new Smith predictor is the real-time, on-line and 
dynamic predictor, and it doesn’t include the prediction 
models of all network delays on actualization. Because 
information flow goes through true network delays of 
the network data transmission process, therefore 
network delays do not need to be measured, identified or 
estimated on line. As a consequence, it reduces the 

requirement for the node clock synchronization. 
Furthermore, it avoids estimate errors which are brought 
due to inaccurate delay model, and avoids node memory 
resources to be wasted when the network delays are 
identified or estimated. Simultaneously, it avoids 
compensation errors, which are brought by the network 
delays owing to vacancy-sampling and multi-sampling. 

5)    Because the structure of the new Smith predictor doesn’t 
include the prediction model of the controlled plant, 
therefore it doesn’t need to know the exact mathematical 
model of the controlled plant beforehand. It is 
particularly applicable to network delay compensation 
control when the model parameters of the controlled 
plant are uncertain, unknown or time-variant, or the 
interference which is inserted to the NCS is difficult to 
be determined.  

6)     Because the nodes of the NCS are intelligent nodes [15], 
it is easy to be realized in the controller, actuator or 
sensor.  

7)    The C(s) can adopt PID control, also adopt the intelligent 
control when the controlled plant is time-variant or 
nonlinear, and parameter adjustment of the C(s) could 
take no account of the existent of the Smith predictor. 

D.   Nonlinear PID Control 
The proportional integral derivative (or PID) control 

technique has been in existence for over several decades. Up 
to now, however, this technique is still keeping a dominant 
role in control engineering, and PID controllers will always 
remain as a basic element of process control in future, even 
the other advanced control techniques may appear or mature. 
Both the past history of control engineering as well as PID 
control technique itself can support this belief. PID control 
takes the advantages of the “feedback” idea with most 
intuitive yet simplest means. As long as the feedback control 
remains, the principle of PID will be behind in working either 
explicitly or implicitly, or at least partially. 

Because of the changes of the network load or bandwidth, 
or owing effect of the interference, the parameters of 
controlled plant could be changed, and control process has 
different dynamic characteristics, therefore the PID 
controller parameters should be tuned dynamically. In order 
to adapt the variation of the network circumstance, a 
nonlinear PID controller is designed. It comes true   to tune 
the parameters of PID controller automatically. With this 
strategy, the performance of the NCS is improved.  

In the nonlinear PID controller, when the error between the 
commanded and actual values of the controlled variable is 
large, the gain amplifies the error substantially to generate a 
large corrective action to drive the system output to its goal 
rapidly. As the error diminishes, the gain is automatically 
reduced to prevent large overshoots in the response. Because 
of this automatic gain adjustment, the nonlinear PID 
controller enjoys the advantage of high initial gain to obtain a 
fast response, followed by a low gain to prevent large 
overshoots. Its gain adjustment is given as follows [16] 
1)    Proportional gain kp(ep) 

The deviation function of the proportional gain kp(ep) is 
defined by 

 
( )( ( )) 1 sec ( ( ))p p p p p pk e t a b h c e t= + −

           
(6) 
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Where ap, bp and cp are user-defined positive constants, and 
ep is the error. When error ep → ±∞, the gain kp(ep) takes the 
maximum (ap + bp). when error ep=0, the gain kp(ep) takes the 
minimum ap. The bp expresses to change range of the kp(ep). 
The size of the cp is changed in order to adjust the rate 
changed of the kp(ep). 
2)    Integral gain kd(ep) 

The function of the integral gain ki(ep) is defined by 
 

( ( )) sec ( ( ))i p i i pk e t a h c e t=                 (7) 
 

Where ai is user-defined positive constants, and the changing 
range of the ki(ep) is from 0 to ai. When error ep =0, the ki(ep) 
takes the minimum. The size of the ci is changed in order to 
adjust the rate changed of the ki(ep). 
3)    Derivative gain kd(ep) 

The function of the derivative gain kd(ep) is defined by 
 

( ( )) / (1 ( ( )))d p d d d d pk e t a b c exp d e t= + + ⋅ ⋅              (8) 
 

Where ad and bd, cd and dd are user-defined the positive 
constants, the ad is minimum of the kd(ep), and the maximum 
of the kd(ep) is sum of the ap and bd .When error ep =0, kd(ep)= 
ad + bd/(1+ cd). The size of the dd is changed in order to adjust 
the rate changed of the kd(ep). 

The controller algorithm of the nonlinear PID is given by 
 

  

( ) ( ) ( )
0

( )
( ) ( ) ( ) ( ) ( ) ( )

t
p

p p p i p p d p

de t
u t k e t e t k e t e t dt k e t

dt
= + +∫

    (9) 
 

In the real control process, the deviation ep of the given and 
practical signal values is changing along with operating 
condition. In the above-mentioned system, the parameters of 
kp(ep), ki(ep) and kd(ep) are always adjusted to follow 
deviation automatically. In other words, this nonlinear PID 
controller is a controller that can change control structure and 
adaptively tune parameter of the controller. Therefore, this 
algorithm strengthens the control system robustness. 

III. SIMULATION EXPERIMENT 

A. Simulation Design 
We select the simulation software TrueTime1.5 [17], and 

the network is CSMA/AMP (CAN bus). The NCS is 
composed by the network, sensor, controller, actuator, 
interference nodes and the controlled plants. The data rate is 
80,000 bits/s, and minimum frame size is 40 bits in the 
network. There are some data dropouts in the closed loop, 
and loss probability is 0.15. The sampling period of the 
sensor is 0.01 s. The reference signal r adopts square wave 
and its amplitude is from −1 to 1.  

We selected two selfsame controlled plant1 and plant2, 
and they are second-order plus dead time delay systems as 
follows 

 
0.01

2

180( )
25 1

p s s
pG s e e

s s
τ− −=

+ +
               (10) 

 
The plant1 is controlled by the nonlinear PID controller, and 

its output is the y1. The plant2 is controlled by the new Smith 
predictor plus nonlinear PID controller, and its output is y2.  

In order to research system robustness, we selected 
controlled plant3 as follows 

 
3 0.02

3 2

200( )
20 4

p s s
pG s e e

s s
τ− −=

+ +
            (11) 

 
The plant3 is controlled by the new Smith predictor plus 
nonlinear PID controller, and its output is the y3. 

However, all tuned parameters of nonlinear PID 
controllers completely depend on the (10), where nonlinear 
PID controller parameters: ap = 0.95, bp = 0.01, cp = 0.8; ai = 
0.15, ci = 1.8; ad = 0. 15, bd = 0.135, cd = 3.2, dd = 0.055. 

In the simulation process, the data of the sampling and 
control are encapsulated in the same data package for 
network transmission, and a step disturbance signal, which 
amplitude is 0.3, is inserted in output sides of controlled 
plants at 9.2s. 

B. Result Analysis 
The simulation results are shown in the fig.5 to fig.9. 
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Fig.8      Data dropout dsc is from sensor to controller, 
and the dropout probability is 0.15. 

Fig. 6      Network delays τsc is from sensor to controller 

Fig. 5         Output the y1, y2 and y3. The y1 and y3 is nonlinear PID control
plus new Smith predictor, and the y2 is nonlinear PID control.

Fig. 7      Network delays τca is from controller to actuator 
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From the fig.5 to fig.9, we can see  
1)  The τsc and τca are time variant and uncertain. The 

maximum of the τsc is 0.033s, it exceeds 3 sampling 
periods (one sampling period is 0.010s).  

2)    The data dropout dsc maximum is 4, and the dca is 7. Their 
dropout probability is 0.15, and lost messages consume 
the network bandwidth, but never arrive at the 
destination. 

3)    The y1 (thick real line) and y3 (thick dot line) are timely 
in tracking square wave in the fig.5, and their overshoots 
are less. Therefore, they completely satisfy performance 
requirements of the NCS. Simultaneously, it also 
indicates that systems with new Smith predictor have 
stronger robustness although the model parameters of 
the plant1 and plant3 have difference. 

4)    The y2 (in the fig.5, filament) gives after 2.180s, along 
with increasing and fluctuating of the network delay and 
data dropout, its overshoot gradually increases from 
2.180s to 4.090s, and its control quality is poor. 
Therefore, the y2 doesn’t satisfy performance 
requirements of the NCS.  

5)    After a step disturbance signal, which amplitude is 0.3, is 
inserted in output sides of the controlled plants at 9.20s. 
The y1, y2 and y3 can quickly reinstate and track up 
reference signal. Therefore, it indicates that systems 
with nonlinear control have stronger anti-jamming 
ability. 

Simulation results show that new Smith predictor 
combined with nonlinear PID control is effective.  

IV. CONCLUSION 
In order to effectively restrain the impact of network delay, 

a novel approach is proposed that new Smith predictor 
combined with nonlinear control for the NCS. It comes true 
compensation network delays on structure. This new Smith 
predictor hides predictor models of the network delays into 
real network data transmission processes, further the network 
delays no longer need to be measured, identified or estimated 
on-line. The structure of new Smith predictor is simple, and 
has stronger robustness, therefore it is easy to be 
implemented, and will have wide engineering application 
prospect.   
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Fig.9     Data data dropout dca is from controller to actuator, 
and the dropout probability is 0.15. 
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