
 
 

 

  
Abstract—  In recent years, there has been a significant 
increase in the number of control system techniques that are 
based on  nonlinear concepts. One such method is the nonlinear 
inverse model based control strategy. This method is dependent 
on the availability of the inverse of the system model. Since 
neural networks have the ability to model any nonlinear system 
including their inverses and their use in this control scheme is 
promising. In the present paper, direct inverse neural network 
control strategy for controlling the CSTR with van de vusse 
reaction is studied. The direct inverse NN control strategy 
utilizes the process inverse model as controller. For training the 
neural network, the process input-output data is generated by 
applying a pseudo random signal on a simulink model of the 
CSTR process. Then, the input-output data is divided into two 
parts for training & validation. Training is performed using the 
Levenberg-Marquardt method. Based on the SSE, the optimum 
number of hidden nodes is taken as ten. The model obtained 
after the training is inverse NN model, which is taken as NN 
based controller. The performance of proposed NN based 
controller is evaluated for servo and regulatory control 
problems through simulation studies. Through the closed loop 
simulation studies,  it is found that neural network based direct 
inverse control strategy gives superior performance to PID 
controller for setpoint changes. To improve the performance of 
direct inverse NN controller for regulatory problem, the IMC 
structured with forward and inverse NN models are included in 
the closed loop system. 
 

Index Terms—Neural Network Control, CSTR, IMC 
structure, Van de Vusse Reaction.  
 

I. INTRODUCTION 
 N e u r a l  n e t w o r k  i s  a  m a c h i n e  t h a t  i s  

d e s i g n e d  to model the way in which the brain performs a 
particular task or function of interest. The network is usually 
implemented by using electronic components or is simulated 
in software on a digital computer. To achieve good 
performance, neural networks employ a massive 
interconnection of simple computing cells referred to as 
neurons or processing units. A neural network is a massively 
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parallel distributed processor made up of simple processing 
units, which has a natural propensity for storing experiential 
knowledge & making it available for use [1] - [6]. It 
resembles the brain in two ways: (i) Knowledge is acquired 
by the network from its environment through a learning 
process and (ii) Inter neuron connection strengths, known as 
synaptic weights are used to store the acquired knowledge. 

 
The procedure used to perform the learning process is 

called a learning algorithm, the function of which is to 
modify the synaptic weights of the network in an orderly 
fashion to attain a desired design objective. Neural networks 
use sub symbolic processing characterized by microscopic 
interactions that eventually manifest themselves as 
macroscopic symbolic intelligent behavior. It is a computing 
system made up of a number of simple, highly interconnected 
nodes or processing elements, which process information by 
its dynamic state response to external inputs. The goal of a 
neural network is to map a set of input patterns onto a 
corresponding set of output patterns. The network 
accomplishes this mapping by first learning from a series of 
past examples defining sets of input and output 
correspondences for the given system. The network then 
applies what it has learned to a new input pattern to predict 
the appropriate output. 

 
Neurologists and artificial intelligence researchers have 

proposed a highly interconnected network of neurons or 
nodes for this purpose. By using a computer, information is 
input into a network of artificial nodes. These nodes 
mathematically interact with each other in ways unknown by 
the user. Eventually, based on the input, the network 
produces an output that maps the expected, macroscopic 
input-output pattern. The microscopic, sub symbolic 
processing that occurs in neural networks manifests itself as a 
macroscopic, symbolic, intelligent behavior. 
 
 Neural network derives its computing power through first 
its massively distributed structure and second its ability to 
learn and therefore generalize. Generalization refers to the 
neural network producing reasonable output for inputs not 
encountered during training. These two information 
processing capabilities make it possible for neural networks 
to solve complex problems that are currently intractable. 
However neural network cannot provide the solution by 
working individually. Rather they need to be integrated into a 
consistent system engineering approach.  
 

There are many advantages of neural networks like 
Information is distributed over a field of nodes, Neural 
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networks have the ability to learn, Neural networks allow 
extensive knowledge indexing, Knowledge indexing is the 
ability to store a large amount of information and access it 
easily, The network stores knowledge in two forms a) the 
connection between the nodes b) the weight factors of these 
connections, Neural networks are better suited for processing 
noisy, incomplete, or inconsistent data and Neural networks 
mimic human learning processes.  

 
In recent years there has been a significant increase in the 

number of control system techniques that are based on 
nonlinear concepts. One such method is the nonlinear inverse 
model based control strategy [7] – [11]. This method is 
dependent on the availability of the inverse of the system 
model. Since neural networks have the ability to model any 
non linear system including their inverses and  their use in 
control scheme is promising..  HHeennccee,,  In the present paper, the   
design and evaluation of  the neural network based inverse 
model controller performance  to a continuous stirred tank 
reactor with van de vusse reaction scheme is presented. 

II. DESCRIPTION AND MODEL OF THE CSTR PROCESS  
The system considered for the control studies is an 

isothermal continuous stirred tank reactor with the following 
series-parallel reaction known as Van de Vusse reaction is 
considered  [12].The schematic diagram of CSTR is shown in 
Fig.1 

 
A ⎯⎯→⎯ 1K B ⎯⎯ →⎯ 2K C  and  2A ⎯⎯ →⎯ 3K D; 

 
 
 Here the desired product is B. The molar rate of formation 

of each component is: rA=-k1CA-k3CA
2 , rB=k1CA-k2CB 

 rc=k2CB   and rD=(1/2) k3CA
2 

 

 
 

Fig.1 Schematic of the CSTR  process 
 
The model of process is obtained from the component 

mass balance equations for the species A & B are given by 
  

dx1/dt=-k1*x1-k3*x1*x1+ (CAo-x1)*u               (1) 
    
dx2/dt=k1*x1-k2*x2-x2*u                                 (2)  
 

Where x1=CA, x2=CB, u=F/V. F=flow rate in lit/min; V is 
the volume of the reactor; CA and CB are the concentrations 
respectively of A&B. The parameter values considered are 
k1=50 1/h, k2=100 1/h, k3=10 l/mol h  CAo=10 mol/l. At 

steady state, the concentration of B is 1.117 mol/l for space 
velocity, u = 34.284 1/h . 
 

III. DESIGN OF A DIRECT INVERSE NEURAL (DIN) NETWORK 
CONTROLLER  

 
The various steps of neural network based inverse model 

controller for the CSTR process are presented here. The  
Input-Output data is generated with pseudo random signal 
(PRS) shown in Fig.2 for input signal of space velocity (u) of 
the CSTR system, the output response shown in Fig.3 for the 
concentration of B, CB is generated using the simulink  
model of the process with a sampling time of 0.2s for 1000 
samples. 

 

 
Fig. 2  Pseudo Random Signal for process input, space velocity, u to CSTR  
            process 

 
  

  
  

Fig. 3  Process response/ output in CB for the PRS input, u, shown in Fig.2  
 
 Inverse Neural network model shown in Fig.4  is  

basically the neural network structure representing the 
inverse of the system dynamics at the completion of training. 
The training procedure in this case is called inverse 
modeling. Here the network is fed with past inputs, past 
outputs, present outputs. The network then predicts the 
controller output, u (t) to make the output to reach the set 
point. 

 
The final network representation of the inverse is given by 
 
 u (t) = f-1[ y (t+1), y (t), y (t-1), u (t-1)…]   (3) 
 
 

Feed 

CAO 

V

CA, CB
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Fig. 4 Structure of Inverse neural network model 
 
Training a neural network involves feeding the network 

with a set of known input-output patterns, & adjusting the 
network parameters until each input produces the appropriate 
output. In general, to train the neural networks, the weight 
factors are adjusted until the output pattern is calculated from 
the given input reflects the desired relationship. In this work, 
Levenberg – Marquardt method, a version of the back 
propagation algorithm is used for training the neural network. 
The objective of this algorithm is to minimize the sum of the 
squares of the errors. The most frequently used are two 
concepts of inverse neural network model architecture: (i) the 
‘general training’ architecture and (ii) the ‘specialized  
training’ architecture. Often general training can be used to 
provide an initialization of the network so that on-line 
approach is only used for a fine-tuning of the controller. This 
is a highly recommended procedure. 

 
In the present NN design work, the Levenberg-Marquardt 

training method is used. This method uses the past values of 
input, u & output,y, the control signal required for producing 
the desired output is found. The difference between expected 
u and the neural model output uN is the error eN which can be 
utilized for network learning. T h e  i n p u t - o u t p u t  data 
obtained is divided into two parts each containing 500 data. 
The first 500 data are taken for training. Weights are 
initialized from input to hidden layer & hidden to output 
layer. Weight matrix W1 contains weights from input to 
hidden layer & weight matrix W2 contains weights from the 
hidden to output layer. The input matrix is chosen such that it 
contains the values of past input & output.   

 
The weights obtained after training are used in validation 

& control. Here lambda is the regularization factor which is 
chosen initially as 1. Based on the SSE the regularization 
factor is also updated. Lambda is increased if SSE has 
increased & decreased if the SSE has decreased. Once the 
training is complete the final weights are stored & these are 
used for validating the network.  

 
The criteria for choosing these values for the training 

parameters are SSE (Sum of the squares of the error). Initially 
number of nodes in hidden layer is taken as 1 & SSE 
computed. Then the nodes is increased and SSE is observed if 
it is decreasing then the nodes are increased till the value 
again starts decreasing. The number of nodes are chosen 
where it gives minimum SSE.  Number of input nodes are 

taken as four based on selection of number of past input & 
output values. Number of outputs is taken as process outputs. 
Here only one output i.e. desired concentration of B is 
considered.  

 
After training is completed the remaining 500 data are 

taken for validation. In this case, the NN model obtained is 
called inverse NN model. The network is next validated on 
the remaining set of data to evaluate the model. After suitable 
training model is obtained then the network is validated using 
the remaining data. This inverse model after training & 
validation is taken for control. Here the inverse model itself 
acts as the controller.  

IV. SIMULATION RESULTS & DISCUSSION  
The performance of the direct inverse neural network 

controller for CSTR with van de vusse reaction scheme is 
evaluated using the closed loop block diagram shown in 
Fig.5.  

 

 
 

Fig. 5  Direct Inverse Neural Network Control 
 
The closed loop results of direct inverse neural network 

controller are compared with the PID based controller below 
for servo & regulatory problems. In the present studies, the 
concentration of B, CB is controlled using the space velocity, 
F/V as manipulated variable. The disturbance considered 
here is feed concentration of A i.e., CAO. The normal 
operating conditions considered for simulation studies are : 
Feed concentration CA0=10mol/l, space velocity,u = 34.25 
1/h and concentration of desired product, B, CB=1.117 mol/l. 
The PID controller parameters are taken as Kc=1.87, τI=1.1 
and τD =0.26 [12]. 

 
 The closed loop responses of direct inverse neural 

network controller and PID controller  for the step  changes 
in set point  is shown in Fig.6 From these result. it is found 
that the NN based DIC is found to be faster than PID 
controller. The corresponding control action is  plotted in 

 Fig.7  
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Fig.6 Closed loop response of Direct inverse NN controller &  conventional    
   PID control for set point change in CB from  1.117 to 1 mol/l.  
         Legend: 1- NN controller and 2-PID controller 

 
 
 

 
 
Fig. 7 Manipulated variable/controller action, u, versus time For the 
closed    loop response shown in Fg.14. 
   Legend: 1- NN controller and 2-PID controller 
 

 
Fig. 8 Closed loop response of Direct inverse NN controller &  PID    
         controller  for the disturbance in CA0 from 10 to 11 mol/l.  
            Legend: 1- NN controller and 2-PID controller 
 
 

 
Fig. 9 Manipulated variable/control action, u, versus time  For the closed 
loop   response shown in Fg.8. 
   Legend: 1- NN controller and 2-PID controller 
 
 
The regulatory problem is studied by giving the disturbance 
in the feed concentration, CAO. The step disturbance is given 
at 10th sampling instant from 10 to 11 mol/lit. in CAO. The set 
point is kept constant at 1.117 mol/lit. The closed loop 
responses of the NN based DIC for the above changes are 
shown in the Fig.8. The corresponding control signal action 
is plotted in Fig.9. From these results it is found that NN 
based DIC is giving offset.  In order to improve the 
performance of the NN controller NN forward model is 

placed across the process as shown in Fig.10. This block 
diagram becomes NN based IMC structured.  

 
 
Fig.10  Closed loop block diagram of IMC structured  Neural Network  
          controller for a CSTR process. 
 
 The closed responses of the NN- IMC is shown in Fig.11. 
The corresponding control signal action is shown in Fig.12.  
It is found that NN based IMC is able to give offset free 
response. 
 
 

 
Fig. 11 Closed loop response of IMC structured NN controller  &   PID  
   controller  for disturbance in CAO from 10 to 11mol/l. Legend: 1- 
NN    controller and 2-PID controller 
 

 
 
Fig. 12 Manipulated variable/controller action, u, versus tim For the 
closed    loop response shown in Fg.11. 
     Legend: 1- NN controller and 2-PID controller 
 

V. CONCLUSION 
In the present work, the forward and inverse neural 

network models of the isothermal CSTR process with van de 
vusse reaction scheme have been developed using the 
simulated input – output data of the CSTR Process. The 
optimum structure of NN is obtained as with four input 
nodes, ten hidden nodes and one output node.  The 
performance of inverse NN controller is found to be superior 
to conventional PID controller for set point changes. The 
Performance of inverse NN controller is improved for 
regulatory problem with IMC structured forward and inverse 
NN models in the closed loop. The NN controller is found to 
be robust i.e., its closed loop performance is remain unaltered 
in the presence of perturbations in process parameters.  
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