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Abstract—In this paper, we consider the well-known

2D line simplification problem under area measure.

Primarily, we propose a unified definition for the area

measure that can be used on a general path of n

vertices. We present an O(n3) optimal simplification

algorithm on general paths under unified area mea-

sure based on Imai and Iri’s approach. Next, to im-

prove the time complexity, we describe a realistic sit-

uation in which the path lies inside a bounded re-

gion. For such a realistic input path, we propose an

ε-approximate algorithm of O( n
2

ε
) time complexity to

find the simplification. We further define a variant of

the area measure that overcomes the pitfalls of the

common area measure arisen in degenerated cases.

Our optimal or approximation algorithms can employ

this measure at the same time and space complexities.

Although, the area is the first natural simplification

measure, to the best of our knowledge, the results pre-

sented here are the first sub-cubic simplification algo-

rithms on this measure for general paths. Keywords:

Computational geometry, line simplification, line gen-

eralization, area measure, approximation algorithm.

1 Introduction

Line simplification, also referred to as line generaliza-
tion in some literatures, is a basic problem in imag-
ing, cartographic, computational geometry and geo-
graphic information systems (GIS). In this problem, there
is a sequence of input points defining a path P =
〈p1, p2, . . . , pn〉 and we are asked to approximate this path
by another path Q = 〈q1 = p1, q2, . . . , qk = pn〉 of smaller
number of vertices. The difference between P and Q is
measured using different metrics.

There are two main versions of this problem. In the re-
stricted version, the vertices qi of Q must be a subse-
quence of the vertices of P . In the unrestricted version,
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this restriction does not exist. Some results on the unre-
stricted version can be found in [1, 2, 3, 4].

In this paper, we only consider the restricted version. For
this problem, two optimization goals have been set: (1)
min-k, where an error threshold δ is given and the goal
is to find the simplification with a minimum number of
vertices and error of at most δ, and (2) min-δ, where for
a given number k, the goal is to find k vertices (at most)
with minimum simplification error. The min-δ version
can be solved by a simple binary search from the results
of min-k [5]. Therefore, we focus on the min-k problem
in this paper.

The error of a simplification Q under a measure
m, denoted by errorm(Q), is either defined to be

maxk−1

i=1 errorm(qiqi+1) or
∑k−1

i=1
errorm(qiqi+1). Assum-

ing that qiqi+1 is the simplification of sub-path P (s, t) =
〈ps = qi, ps+1, . . . , pt = qi+1〉, errorm(qiqi+1) is the asso-
ciated error of approximating P (s, t) by link qiqi+1 under
measure m. The main simplification metrics are retained
length, angular change, perpendicular distance, Fréchet
distance, and areal displacement [6]. A survey and com-
parison of these metrics can be found in [7, 8].

Related work. The oldest and most popular approach
for line simplification is Douglas-Peucker algorithm [9].
A basic implementation of this algorithm for orthogo-
nal distance runs in O(n2) time. Other implementa-
tions improved the running time to O(n log n) [10] and
to O(n log∗ n) [11]. However, this algorithm is a heuristic
without any guarantee about the quality of the resulting
approximation.

The first general and optimal algorithm was proposed by
Imai and Iri[5]. They modelled the problem by a directed
acyclic graph and showed that solving the shortest path
on this graph is equivalent to the optimal simplification.
Moreover, they showed how this graph can be constructed
for orthogonal distance measure in O(n2 log n) time. This
running time was improved to quadratic or near quadratic
in [12, 13], and to O(n4/3) in [14] for L1 and uniform met-
rics. Finally, a near linear time approximation algorithm
was proposed in [15] for L2 orthogonal metric distance.

The line simplification under the Fréchet distance was
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Figure 1: Area measure pitfalls.

first studied in [16]. For this metric, the optimal solution
can be obtained using the results of [5, 17].

Cromley and Campbell [18] modelled the line simpli-
fication problem as a set of linear programming con-
straints which can be solved using conventional ap-
proaches. There are various results for line simplification
under the area measure [19, 20, 21, 22, 23, 24, 25]. It was
first studied by McMaster [19, 20]. Then, Visvalingam
and Whyatt [21] presented a linear simplification algo-
rithm based on the effective area. This algorithm uses the
effective area as a heuristic to eliminate vertices. How-
ever, there is no estimation about the quality of the result
of this method.

Moreover, Veregin [22] categorized different metrics and
compared the simplification results under orthogonal
distance and area measure. Aronov et al. [24] stud-
ied the min-k simplification under L1 and L2 met-
rics. They presented an approximation algorithm of
O(kn4ε−4 log4(n + ε−1)) time complexity and 1 + ε er-
ror. Bose et al. [25] studied the area measures in three
categories: Sum-area , Max-area and Diff-area. They
proposed simplification algorithms for these three mea-
sures on x-monotone paths. For the first model, they
presented a polynomial time algorithm for min-k simpli-
fication. They showed that the other models are NP -
hard and therefore presented approximation algorithms
for these measures. The Sum-area model relates to our
objective measure and will be described in detail later.

Motivation. Assume that a sub-path P (i, j) has been
simplified by the link pipj . It is natural to use the area of
the region defined by pipj and P (i, j) as the error of this
simplification. Unfortunately, computing this area and
running an optimal algorithm for this measure is costly.
On the other hand, the orthogonal distance measures like
Hausdorff or uniform distance measures can be computed
efficiently and have faster algorithms. These metrics de-
fine a tolerance zone around the simplification link in
which the original path resides. But, there is no estima-
tion for the area contained between the original path and
its simplification link.

An optimal algorithm under area measure was described

���� ����
pjpi

Figure 2: A complex sub-path simplified by pipj .

in [22] which computes the error of all simplifications built
on all possible combinations of the vertices of the path.
However, this algorithm is exponential and is not useful
in practice.

On the other hand, approximation or heuristic algo-
rithms, like the method presented by Visvalingam and
Whyatt [21], are not efficient in narrow applications. The
problem with these methods is that there is no guarantee
on the deviation of their results from the optimal solu-
tion.

Bose et al. [25] presented algorithms for line simplifica-
tion under area measure only for x-monotone paths. In
many applications like map rendering, paths are not x-
monotone. Therefore, it is interesting to study the prob-
lem in general cases.

Moreover, while the area measure is a good error met-
ric, it does not work well in all situations. Assume that
we want to respectively simplify the paths 〈p1, p2, p3, p4〉
and 〈p′1, p

′
2, p

′
3, p

′
4〉 of Figure 1.A by links p1p4 and p′1p

′
4.

Also, assume that the area of the rectangles p1p2p3p4

and p′1p
′
2p

′
3p

′
4 are equal. Then the error of these simpli-

fications will be equal while it seems that the first sim-
plification is more acceptable. So, the area measure may
fail in some situations. To overcome this weakness, the
so-called uniform distortion measure has been proposed
for which the error of a link is defined to be the area
divided by the link length [22]. Using this measure, the
error of the link p′1p

′
4 will be greater than the error of the

link p1p4. This resolves the problem in these situations.
Also, as seen in Figure 1.B, in some situations this mea-
sure will also fail. In this figure, the error of the link p1p2

for paths 〈p1, p2, p3〉 and 〈p1, p
′
2, p3〉 under both area and

area distortion measures, are equal. But, it seems that
this simplification for path 〈p1, p2, p3〉 has a larger error.
In this paper, we present a new area dependent metric
that avoids such pitfalls.

Our results. Trying to work on the area-based line
simplification, we faced different definitions for this mea-
sure none of which was applicable on a general path.
Therefore, we first describe a unified definition for the
area measure that can be applied on general paths. Fur-
ther, for this unified area measure, we employ Imai and
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Iri’s general approach and propose an optimal O(n3) sim-
plification algorithm in which the simplification error is
maxk−1

i=1 errorm(qiqi+1).

The time complexity of this algorithm is too high to
be used in practical applications. We propose a near
quadratic approximation algorithm that approximately
finds the optimal simplification under the unified area
measure. Precisely, the running time of our algo-

rithm is O(n2

ε ) and the resulting simplification is a εL2-
approximation of the optimal simplification where L is
the length of the longest shortcut of the simplification.

Assuming that in a realistic application the path entirely
lies within a given region of bounded widths from which
the points of the path are selected, we conclude that the
length of the longest link, in a simplification of a path
in such scenes, is a constant value. Therefore, our near
quadratic time algorithm can obtain an arbitrarily small
approximation simplification of a path in such realistic
scenes.

As discussed in Motivation, sometimes the area measure
produces bad approximations. To prevent such cases, we
define a new area measure that depends on the length of
the original path as well as the length of the simplification
link.

The unified area measure is described in Section 2. The
optimal simplification algorithm is presented in Section 3.
The approximation algorithm is presented in Section 4
and the redefined measure is described in Section 5. Sec-
tion 6 contains the conclusion.

2 The Area Measure: Revisited

Assume that we have a sub-path P (i, j) =
〈pi, pi+1, . . . , pj〉 simplified by the link pipj . The
error of this simplification under the area measure,
denoted by errorarea(pipj) is defined to be the area
of the region enclosed by P (i, j) and pipj . In general,
the sub-path may intersect itself or pipj . The enclosed
region may be too complex to identify and compute its
area. An example of such complex paths is shown in
Figure 2. Therefore, we need a definition that covers all
paths.

We first distinguish the areas lying below and above a
link. Hence, we have two values defining the error of
a link pipj : the left area and the right area which are
respectively denoted by Areal(pipj) and Arear(pipj) (If
we are at point pi and looking toward point pj , some parts
of the sub-path lie on our left hand and the other parts lie
on the right). As defined below, these values can be either
positive or negative. Then, the error of a link pipj is
defined as errorarea(pipj) = |Areal(pipj)|+ |Arear(pipj)|
where |x| is the absolute value of x.
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Figure 3: The unified area measure.

Values of Areal(pipj) and Arear(pipj) are defined in
terms of the areas contained between edges of P (i, j)
and pipj . Assume that pspt is an edge of P (i, j) where
i ≤ s < t ≤ j. If pspt intersects the supporting line of
pipj (the line that includes pipj), each part of this edge is
handled separately. So, without loss of generality, we as-
sume that pspt lies on the left side of the supporting line
of pipj . Then, the area between pipj and pspt is equal
to the area of the trapezoid p′spsptp

′
t where p′s and p′t are

respectively the orthogonal projection of points ps and pt

on the supporting line of pipj . The sign of this area is

positive if −−→pipj and
−−→
p′sp

′
t have the same directions. Other-

wise, it is considered as a negative area. Computing these
areas for all edges of P (i, j), the values of Areal(pipj)
and Arear(pipj) are the sum of the corresponding areas
of these edges on left or right of pipj .

As an example, assume that p1p10 is the simplification of
the sub-path P (1, 10) in Figure 3. The area of a polygon
pipi+1 . . . pj is denoted by A(pipi+1 . . . pj). According to
our definition,

Areal(p1p10) = −A(p1p2p
′
2) + A(p′2p2p3p

′
3) +

A(p′3p3s) + A(tp7p
′
7) −

A(p′7p7p8p
′
8) + A(p′8p8p9p

′
9)

−A(p′9p9p10), and

Arear(p1p10) = A(sp4p
′
4) + A(p′4p4p5p

′
5)

−A(p′5p5p6p
′
6) + A(p6p

′
6t)

It is simple to verify that this computation is equal to the
area of the gray regions in Figure 3.

3 Optimal Algorithm

An efficient general algorithm for restricted, min-k ver-
sion of line simplification algorithm has been proposed
by Imai and Iri [5]. We plug our error function into this
algorithm and solve the problem optimally.
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Figure 4: Approximating the error of a link.

The definition of the area measure presented in Section 2
can be used as a unified and general definition and applied
on any path. First, we compute errorarea(pipj) by a lin-
ear trace on the sub-path P (i, j) in O(j − i) time. There
are O(n2) possible links for which the unified error must
be computed. Consequently, we can do this computa-
tion for all pipj links in O(n3). We build directed acyclic
graph G over the vertices of path P = p0, p1, ..., pn. and
solve the min-k problem as follows:

All edges whose weight (the error of the corresponding
link which is errorarea(pipj) ) are greater than the given
δ are removed from the DAG. Weights of the remaining
edges are set to 1. Running a shortest path algorithm
from p1 to pn returns the optimal min-k simplification.
Therefore,

Theorem 1 . The optimal min-k simplification under
the unified area measure can be computed in O(n3) time
and O(n2) space complexities.

4 Approximation Algorithm

The time complexity of the optimal O(n3) algorithm is
too high to be used in practical applications. In this
section we propose a near quadratic time algorithm to
compute the simplification. However, the resulting sim-
plification is not optimal.

The idea of this approximation algorithm is to use the in-
formation resulted in computing errorarea(pipj) to com-
pute errorarea(pipj+1) efficiently. This is done by com-
puting and maintaining the error of the current sub-path
for a set of canonical lines drawn from the start vertex
of the path (here pi). For the next point, pj+1, we de-
termine the two canonical lines where pj+1 lies between
them (from now on, we call these two lines l and l′). We
approximate the error of pipj+1 by the errors of these two
lines.

Assume that for a sub-path P (i, j) we have the ex-
act value of Areal(pip

′
j), Arear(pip

′
j), Areal(pip

′′
j ) and

Arear(pip
′′
j ) where p′j and p′′j are respectively the or-

thogonal projections of pj on the lines l and l′ drawn
from pi (See Figure 4). For the next point pj+1, we use

����

����

������

l

l′
pi

pj+1

pj

Figure 5: A tight example of the approximation of
errorarea(pipj+1).

Areal(pip
′
j) + Arear(pip

′′
j ) + S × A(pjp

′′′
j pj+1) as an ap-

proximation for errorarea(pipj+1) where l lies on the left
of pipj+1, l′ lies on the right of pipj+1, p′′′j is the orthogo-
nal projection of pj on the supporting line of pipj+1 and
S ∈ {+1,−1} is the sign of the area of the trapezoid de-
fined by pjpj+1 on the supporting line of pipj+1 (In Fig-
ure 4, we have S = +1). We denote this approximated
value by error∗area(pipj+1).

Lemma 1 . Having the above conditions, we have,

errorarea(pipj+1) −
ε|pipk|

2

2
≤ error∗area(pipj+1)

and

error∗area(pipj+1) ≤ errorarea(pipj+1)

where ε is the angle between l and l′ containing the point
pj+1 and pk is the farthest point of P (i, j) from pi.

Proof. Assuming that ε is small enough, we can simply
conclude that Areal(pip

′
j) is smaller than Areal(pipj+1)

and Arear(pip
′′
j ) ≤ Arear(pipj+1).

This difference is related to the area that lies between l

and l′. According to the definition of pk; this area is at

most ε|pipk|
2

2
when ε is arbitrarily small. Figure 5 shows

a tight example. 2

Thus, if we have these canonical lines for the small value
of ε, we can approximate the error of the next point in
constant time. However, we need to update the left and
right areas of these canonical lines against the newly re-
ceived vertex to be able to approximate the error of the
next point.

Lemma 2 . There is a O( 2π
ε n) time algorithm that can

approximately compute the error of all links p1pi where
1 < i ≤ n.

Proof. We have 2π
ε canonical lines from p1 and on

receiving a new point, values of Areal and Arear are
updated for these lines. Then the approximated error of
the new link is computed in constant time. 2
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For any vertex pi we can apply the above method. Then,
we can find the approximated error of all links pipj in
O( 2π

ε n2) time. As mentioned before, in a realistic scene
we are working in a bounded region. Then the distance
between any two points is smaller than a constant value.
Therefore, we can omit the |pipk| in Lemma 1. Combin-
ing these results,

Theorem 2 . There is a O(n2

ε ) time algorithm that can
be used to find an approximation simplification under the
unified area measure. The error of the resulting simplifi-
cation differs from the error of the optimal simplification
in O(ε) in a realistic scene.

If we use these errors as the weight of the DAG in Imai
and Iri algorithm, we can approximately compute the
simplification under the unified area measure.

5 Improved Unified Area Measure

As described in Figure 1, in some cases, the area mea-
sure cannot produce good simplifications. Specifically,
the area measure does not consider the length of the sub-
path simplified by a link as well as the length of the link
itself. As described before, the uniform areal distortion
measure has been defined to consider lengths of the sim-
plified links. But, there is no formal method which con-
siders both length of the sub-path and length of the link
as well as the enclosed area between them.

Here, we define a new measure, named relative unified
area which considers both these lengths as well as the
unified area. This measure is defined as

relative unified area = unified area∗
the sub-path length

the link length
.

This measure can reasonably handle both cases shown in
Figure 1. Moreover, this measure can be computed in
the same time and space complexities as we did for the
unified area measure. Therefore, we can interchangeably
use the unified area or the relative unified area measures
in the presented algorithms to simplify a general path.

6 Conclusion

In this paper, we considered the well-known line simpli-
fication problem under the area measure. Several heuris-
tics or optimal algorithms were proposed for this problem
that has many applications in different areas. The previ-
ously proposed optimal algorithms either are too costly
to be used in real applications or work only on the special
case of x-monotone paths. Therefore, heuristic and non-
optimal solutions are always used in real applications.

We first proposed a unified definition for area measure
that can be used on any paths. Then, we described

an algorithm that guarantees the production of optimal
solution in O(n3). Furthermore, we suggested a near
quadratic approximation algorithm that can be used for
simplifying a general 2D path under this unified area mea-
sure. In a realistic application, the length of the outer
boundary is at most L, a constant value. Thus, the ap-
proximation factor of the resulting simplification would
be ε in this case.

Finally, we pointed to some weaknesses of the area and
other related measures and proposed a new uniform mea-
sure that resolves these weaknesses. For future work, the
new measure can be experimentally compared with other
measures. Another interesting direction for future studies
is simplifying under the area measure for streaming input
models . As a blocking issue, the time complexity of the
optimal and approximation algorithms is high. Proposing
sub-quadratic or near linear approximation algorithms is
another open direction in extending this work.
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