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   Abstract - Data Mining is often considered as a process of 
automatic discovery of new knowledge from large databases. 
However the role of the human within the discovery process 
is essential. Domain knowledge consists of information about 
the data that is made available by the domain experts.  Such 
knowledge constrains the search space and enhances the 
performance of the mining process. We have developed an 
algorithm that makes use of domain knowledge for efficient 
mining of association rules from university course 
enrollment database.  The experimental results show that 
the developed algorithm results in faster mining of 
association rules from the elective course university dataset 
as compared to mining the same patterns with an 
association rule-mining algorithm that does not makes use of 
domain knowledge. 
 
   Index Terms - Data Mining, Association Rules, Large 
itemsets, Domain Knowledge. 
 

I. INTRODUCTION 
 
   Association rule mining is an important data-mining 
task that aims to extract interesting correlations, frequent 
patterns or associations among sets of items in the 
transaction databases or other data repositories. To 
discover interesting relationships among attributes from 
large volumes of data efficient algorithms are needed. 
Thus an essential research issue surrounding association 
rule mining is to find fast and effective association rule 
mining algorithms.   
 
   Domain knowledge consists of information about the 
data that is made available either through some other 
discovery process or from a domain expert. Using this 
background information i.e. domain knowledge will 
constrain the search space and the rule space, thus 
enhancing the performance of the mining process. In this 
paper we show how domain knowledge is useful for data 
mining. The paper is organized as follows. In Section 2 
we describe association rule mining and apriori algorithm 
for mining of association rules. In section 3, we describe 
the use of domain knowledge in data mining. Section 4 
describes the relevance of association rule mining in 
university course enrollment dataset. In section 5 we 
develop a new algorithm for efficient mining of 
association rules from university course enrollment 
dataset in presence of domain knowledge. In section 6 we  
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show the experimental results. Section 7 contains 
concluding note and finally section 8 contains references. 
 

II. ASSOCIATION RULE MINING 
 
   Discovery of association rules is an important class of 
data mining and aims to discover interesting relationships 
among attributes in the data. Formally, as defined in [1], 
the problem of mining association rules is stated as 
follows: Let I = {i1, i2,.…, im} be a set of literals, called 
items. Let D be a set of transactions, where each 
transaction T is a set of items such that T ⊆ I. Associated 
with each transaction is a unique identifier, called its 
transaction id TID.  A transaction T contains X, a set of 
some items in I, if X ⊆ T. An association rule is an 
implication of the form X ⇒ Y, where X ⊂ I, Y ⊂ I and X 
∩ Y = Φ.  The meaning of such a rule is that transactions 
in D, which contain the items in X, tend to also contain 
the items in Y.  The rule X ⇒ Y holds in D with 
confidence c if c% of transactions in D that contain X also 
contain Y. The rule X ⇒ Y has support s in the transaction 
set D if s% of transactions in D contains X ∪ Y. The 
problem of mining association rules is to generate all 
association rules that have support and confidence greater 
than the user-specified minimum support and minimum 
confidence respectively.   
   The problem of mining association rules is decomposed 
into two sub problems:  
 
   1. Finding large itemsets: In this sub problem, the aim is 
to find all sets of items (itemsets) that have transaction 
support above a user specified minimum support. The 
support for an itemset is the number of transactions that 
contain the itemset. Itemsets with minimum support are 
called large itemsets. Apriori algorithm for finding all 
large itemsets is described in section 2.1.   
 
   2. The large itemsets are then used to generate the 
desired rules. For every large itemset l, all non-empty 
subsets of l are derived. For every such subset a, an 
association rule of the form a ⇒ (l – a) is obtained if the 
ratio of support (l) to support (a) is at least equal to 
minimum confidence.   
 
   A number of algorithms for association rule mining 
have been proposed in the literature [1], [2], [8]-[19]. 
 
A. Apriori Algorithm  

   Apriori [2] is the very first efficient algorithm to mine 
association rules. It works iteratively and makes as many 
passes over the database as the length of maximal itemset. 
An itemset is maximal large if it has no superset that is 
large. Let an itemset having k items be denoted as k-
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itemset. The first pass of the algorithm simply counts 
item occurrences to determine the large 1-itemsets. A 
subsequent pass, say pass k, consists of two phases. First, 
the set of large {k-1} itemsets Lk_1 found in the (k-1) th 
pass are used to generate the set of candidate k-itemsets 
Ck, using the apriori-gen function. Next, the database is 
scanned and the support of candidates in Ck is counted 
using the counting based method in order to determine the 
large k-itemsets Lk.   
 
   The apriori-gen function takes as argument Lk_1, the set 
of all large (k - 1)-itemsets. It returns a superset of the set 
of all large k-itemsets. The function works as follows: 
   
   1. The first step is join in which Lk_1 is joined with Lk_1. 
Select two itemsets p, q from Lk-1 such that first k-2 items 
of p and q are same, and then form a new candidate k-
itemset c as: Common k-2 items + 2 differing items 
 
   2. Next in the prune step, prune those c, such that some 
(k-1) subset of c is not in Lk-1 this is because all subsets of 
a large itemset must also be large. 
 

III. DOMAIN KNOWLEDGE IN DATA MINING 
 
   Various researchers [3]-[7] have paid attention on the 
role of domain knowledge in data mining. Domain 
knowledge consists of information that is not explicitly 
presented in the database rather it is made available from 
a domain expert. The huge size of data forces the use of 
techniques for focusing on specific portions of data, 
which requires some additional information in the form of 
background knowledge, about the form of data and 
constraints on it. The advantage of background 
information, i.e. domain knowledge, is that it constrains 
the search space and the rule space, thus enhancing the 
performance of the mining process. For example, in a 
personnel database the domain expert may provide the 
following domain knowledge: If (salary > 50,000) then 
post = {Director, Principal, Professor}. This rule specifies 
that the post of anyone with salary more than Rs. 50,000 
per month is a Director, Principal or Professor. It may be 
possible that there are people with other post whose 
salary is more than Rs. 50,000 but they are not of interest, 
and should be pruned off. Thus this rule specifies a subset 
of domain of the attribute post that is of interest whenever 
the antecedent of the rule is true. 
 
   Use of domain knowledge reduces the time experts 
have to spend on identifying and interpreting interesting 
findings. When a set of rules is generated from the 
dataset, the pre-conceived knowledge about the domain 
can help the user to determine how well these rules match 
or deny users existing knowledge. For example, if from 
the pre-conceived knowledge user believes that an old 
person (age greater than 60 years) is likely to have blood 
pressure. This belief can be expressed as a rule: Age > 60 
⇒ Blood-Pressure = Yes but if the rule generated from 
the dataset is: Age >60 ⇒ Blood-Pressure = No, then this 
rule is contrary to the user’s knowledge and is interesting.  
Thus if a newly discovered rule is surprising to the user as 
it is unexpected, then it is certainly interesting.   
 

   Another form in which domain knowledge is used is, 
generalizing the attribute values with the domain 
knowledge available, e.g. a date field can be generalized 
into decades like {twenties, thirties etc.}, Age field can be 
generalized into age brackets like {child, Adolescent, 
young, middle-aged, old, very old}. Generalizing the 
attributes result in the advantage that patterns mined from 
the databases are more meaningful and also more useful 
for decision making.  For example a rule: if a person is 
born on 7th May 1969, he buys and drives Maruti Alto car 
is less useful to marketing division of company than the 
rule: if a person is in his late thirties, he buys and drives 
Maruti Alto car 
 
   In a retail store, the products that generate good profits 
should be retained and poor profit items are removed. 
Hence, it is interesting to find a subset of products to be 
discontinued so that the profit can be maximized. It may 
be simple to sort items by their profits and do the 
selection, but it is important to consider the factor of cross 
selling because there can be items that do not generate 
much profit by themselves but cause the sale of other 
profitable items. This is because the customers may not 
make purchase of high profit items from a store, if they 
know they cannot get some of the other items in that 
store.  Not considering the cross selling effects may result 
in loss to storekeeper. Association rules are used to model 
the cross selling effects among the items. The cross 
selling factor may be determined from the domain 
knowledge of the experts. This problem of optimal 
product selection with association rules and cross selling 
effects is considered in [7]. 
 
IV. MINING ASSOCIATION RULES FROM 
UNIVERSITY COURSE ENROLLMENT DATA 
 
   University course enrollment database contains 
registration information of students with one tuple per 
student containing the courses that a student has 
registered for. When there is provision for students to 
select electives of their choice during each semester, 
Patterns like combination of electives registered by 
different students may be useful.  Each itemset consists of 
elective codes. The support of an itemset I is the number 
of students whose list of electives taken include all the 
electives in I. If minsup is the minimum support, then I is 
large if at least minsup number of students have taken all 
the electives included in I.    
    
       Associations of the form X ⇒ Y, where both X and Y 
are subsets of electives can be discovered from the course 
enrollment database in order to discover relationships 
between elective subjects taken by the students. The 
information from the rules discovered can be beneficial 
for the university board of studies for curriculum 
development etc. In section 5 an efficient algorithm is 
given for discovering such association rules from elective 
courses enrollment database with use of domain 
knowledge.  
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V. ALGORITHM FOR FAST ASSOCIATION 
MINING USING DOMAIN KNOWLEDGE 
 
   Table I shows the list of subjects in each elective and 
the corresponding elective code given for each subject.   
  
   Consider the course enrollment database of Table II, 
containing list of electives chosen by different students. A 
student can chose only one subject from the list of various 
subjects available in a particular elective group. This prior 
domain knowledge restricts the search space resulting in 
fast mining of association rules as discussed below. 
 
   Each elective field is partitioned into intervals with 
interval size equal to the number subjects in that 
particular elective.  Each elective field of Table II is then 
mapped into intervals shown in Table I. The result is 
shown in Table III. 
 
   Based on the domain knowledge available that, a 
student can chose only one subject from the list of 
subjects available in any particular elective, it is obvious 
that support of any candidate k-itemset, with all the k 
items (subjects) belonging to the same elective is zero, 
and cannot be large. So there is no need to generate 
candidate itemsets containing subjects from the same 
elective.  
 
   The following algorithm has been developed for mining 
association rules making use of this domain knowledge. 
The algorithm is given in Fig. 1: 
 
INPUT:  Dataset as shown in Table III.  
               Number of elective groups: n   
 

1. Generate large 1-items L1 by scanning the 
dataset. 

2. Divide L1 into groups Ri (i = 1 to n) such that Ri 
contains the elective codes belonging to ith 
elective group. 

3. Candidate 2-itemsets C2 are generated from 
R1 (R2+…+Rn) + R2 (R3+…+Rn) +…+Rn-2 (Rn-

1+Rn) +Rn-1 (Rn) 
 
From the candidate 2-itemsets, we find the large 
2-itemsets L2 using counting based method of 
apriori algorithm.  

4. Candidate 3-itemsets C3 are generated from L2 as 
follows 
 R1R2 (R1R3+…+R1Rn) + R1R3 (R1R4+…+R1Rn) + 
…+       
 R2R3 (R2R4+…+R2Rn) + R2R4 (R2R5+…+R2Rn) + 
… + Rn-2Rn-1 (Rn-2Rn)  
From the candidate 3-itemsets, we find 
the large 3-itemsets L3 using subset counting 
based method of apriori algorithm. 

5.   For k ≥ 4, till the candidate k-itemset is empty. 
a) Generate candidate k- itemsets from large 

(k-1) itemsets using apriori-gen 
b) Find large k-itemsets from candidate k-

itemsets using subset counting based 
method of Apriori algorithm. 

       6.   Derive association rules from the large itemsets 
found.  

 
Fig. 1: Algorithm for mining association rules 
using domain knowledge 

 
   In the example database of Table III, assuming minsup 
= 2 transactions, we get L1= E11, E12, E13, E21, E22, 
E23, E32, E33, E42, E43. 
 
   The Apriori algorithm will generate 10*9/2 = 45 
candidate 2-itemsets.  
 
   The developed algorithm gives R1= {E11, E12, E13}, 
R2= {E21, E22, E23}, R3 = {E32, E33} and R4 = {E42, 
E43}. This algorithm generates all the candidates 
generated by Apriori except the following candidate 2-
itemsets, as their count is always zero: 
 
E11E12, E11E13, E12E13, E21E22, E21E23, E22E23, 
E32E33, E42E43. 
 
   Thus only the remaining 37 candidate 2-itemsets are 
generated. This pruning of some candidate 2-itemsets 
makes our algorithm faster than the apriori algorithm. 
From these 37 candidate 2-itemsets, the large 2-itemsets 
L2 are then found by scanning the database. 
 
   The number of candidate-2 itemsets generated with the 
developed algorithm is much less than those generated 
using Apriori based algorithms, which generate |L1| (|L1| - 
1)/2 number of candidate 2-itemsets from large items 
using the apriori_gen function.   

 
Table I: List of Electives 

 
Elective1 Network Management 

(E11) 
Advance Computer 
Architecture (E12) 

Software Project 
Management (E13) 

Elective2 Network Security (E21) CAD of Digital Systems 
(E22) 

Fuzzy Logic (E23) 

Elective3 ATM Networks (E31) Embedded Systems 
(E32) 

Digital-Image Processing 
(E33) 

Elective4 Wireless Networks 
(E41) 

Data Mining & Data 
Warehousing (E42)  

Pattern Recognition (E43) 
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                 Table II: Elective enrollment database 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
Table III: Elective enrollment database after mapping 

 
Student 

Enrollment 
number 

E11 E12 E13 E21 E22 E23 E31 E32 E33 E41 E42 E43 

1 1 0 0 1 0 0 0 0 1 0 0 1 
2 0 1 0 0 0 1 0 1 0 0 1 0 
3 0 0 1 1 0 0 1 0 0 0 1 0 
4 1 0 0 0 0 1 0 0 1 1 0 0 
5 0 1 0 0 1 0 0 1 0 0 0 1 
6 0 0 1 0 1 0 0 0 1 0 0 1 

 
  
   In general, if the interval size is N and the number of 
electives is NE, assuming that all items are large, the 
number of candidates 2-itemsets that are not generated 
with the new algorithm are  
 = |C 2 

prune| = NE * N (N-1)/2 
The total number of candidate 2-itemsets generated with 
apriori algorithm, assuming that all items are large = |C 2 
apriori| = NL1 * (NL1-1)/2 
 
Where NL1 = NE * N is the number of large items. 
 
   Thus the new algorithm generates |C 2 

new| = |C 2 
apriori| - 

|C 2 
prune| candidate 2-itemsets  

 
   If all the fields of the example dataset in Table III are 
large, apriori based algorithms will generate 66 candidate 
2-itemsets, whereas using our algorithm the following 
twelve candidate 2-itemsets are pruned and the remaining 
54 candidate 2-itemsets are generated.  
 
E11 (E12+E13) + E12E13 + E21 (E22+E23) + E22E23 + 
E31 (E32+E33) + E32E33+ E41 (E42+E43) + E42E43 
 
    
With some configuration of the student elective course 
enrollment dataset, if the large 2-itemsets L2 are:  
 

 
{E11E21, E11E22, E11E32, E11E33, E11E41, E12E22, 
E12E32, E21E31, E21E32, E21E43, E31E41, E31E42}  
 
R1= {E11, E12}, R2= {E21, E22}, R3= {E31, E32, E33}, 
R4= {E41, E42, E43} 
 
   From the domain knowledge it is known that the 
support of candidate 3-itemsets like E11E21E22 will be 
zero, as the courses E21 and E22 are from same elective 
group. So we do not generate such itemsets in step-4 of 
the algorithm in Fig. 1. 
 
   The candidate 3-itemsets that are generated are: 
{E11E21E32, E11E21E33, E11E21E41, E11E22E32, 
E11E22E33, E11E22E41, E11E32E41, E11E33E41, 
E12E22E32, E21E31E43, E21E32E43} and the rest of 
the candidate 3-itemsets that otherwise will be generated 
if Apriori algorithm is used are pruned. The same 
approach of reducing the number of candidates can be 
followed for higher sized candidates. Thus reduction in 
the generated candidate itemsets restricts the search space 
improving the performance of association rule mining. 
The domain knowledge is incorporated for reducing the 
number of candidate sets generated and counted in every 
iteration k of the Apriori algorithm.  We refer the 
developed algorithm as Apriori_Domain.   
 

Enrollment 
number 

Elective1 Elective2 Elective3 Electiv4 

1 Network Management 
 

Network Security Digital-Image 
Processing 

Pattern 
Recognition 

2 Advance Computer 
Architecture 

Fuzzy Logic Embedded 
Systems 

Data Mining 
& 

Warehousing 
3 Software Project 

Management 
Network Security ATM Networks Data Mining 

& Data 
Warehousing 

4 Network Management 
 

Fuzzy Logic Digital-Image 
Processing 

Wireless 
Networks 

5 Advance Computer 
Architecture 

CAD of Digital 
Systems 

Embedded 
Systems 

Pattern 
Recognition 

6 Software Project 
Management 

CAD of Digital 
Systems 

Digital-Image 
Processing 

Pattern 
Recognition 
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VI. EXPERIMENTAL RESULTS 
 
   To see the performance gain achieved by using domain 
knowledge in mining algorithms, we compare the 
execution time of Apriori and Apriori_Domain on Intel 
P4 1.6 GHZ processor with 40GB of hard disk and 256 
MB of main memory. The implementation of Apriori is 
available at [20].  Apriori_Domain for mining association 
rules is developed in C by incorporating the domain 
knowledge to Apriori implementation. The experiments 
have been performed on synthetic data generated by us.  

 
A. Test Data 

   We generate two synthetic datasets for simulating 
elective course enrollment databases. Each row of the 
generated dataset contains the list of subjects chosen by a 
student. The routine developed for generating these 
datasets takes, n the number of elective groups, mi (for i = 
1 to n) the number of subjects available for choosing from 
each of the n elective groups and r the number of students 
(tuples) enrolled in the university. The characteristics of 
the datasets generated are shown in Table IV. For the 
experimental purposes we have taken equal number of 
subjects offered in each elective group.  
 

Table IV: Synthetic Dataset characteristics 
 

Dataset n m r (in 
lakhs) 

Size in 
Mbytes 

n7m5r1.5 7 5 1.5 2.9 
n8m6r2 8 6 2  4.48 

 
B. Relative Performance of Apriori and Apriori-Domain 

   The performance of the two algorithms Apriori and 
Apriori_Domain has been compared with the execution 
time taken by these for mining frequent itemsets for 
different minimum support values. The execution time in 
seconds taken by Apriori and Apriori_Domain for mining 
frequent itemsets from the n7m5r1.5 and n8m6r2 datasets 
is shown in Table V and Table VI respectively for 
different values of minimum support. The comparison of 
the algorithms is shown graphically in Fig. 1 and Fig. 2. 
The x-axis represents the minimum support value in 
percentage and the y-axis is the corresponding execution 
time. From the experimental results it is evident that the 
Apriori_Domain algorithm that uses the domain 
knowledge outperforms the Apriori algorithm that does 
not incorporates the domain knowledge. 
 

VII. CONCLUSION 
 
   An essential research issue surrounding association rule 
mining is to find fast and effective association rule 
mining algorithms.  In this paper we have shown the use 
of domain knowledge in data mining. We have developed 
an algorithm that makes use of domain knowledge for 
efficient data mining of association rules.  Experimental 
results show that the developed algorithm results in faster 
mining of association rules from the elective course 
university dataset as compared to mining the same 

patterns with an association rule-mining algorithm that 
does not makes use of domain knowledge. 
 

Table V: Execution times on n7m5r1.5 
 

Execution time (seconds) minsup 
(%) Apriori Apriori_Domain 
.14 289.59 264.38 
.12 407.75 367.24 
.1 543.54 482.33 

.08 664.82 579.6 

.06 786.48 684.55 

.04 1082.93 931.12 

.02 2036.37 1665.82 
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Fig. 1: Performance on n7m5r1.5 
 

Table VI: Execution times on n8m6r2 
 

Execution time (seconds) minsup 
(%) Apriori Apriori_Domain 

 .5 166.47 163.8 
.25 350.85 334.3 
 .15 687.24 649.37 
.1 1081.15 1013.14 
.05 1853.16 1705.75 
.04 2019.06 1855.03 
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Fig. 2: Performance on n8m6r2 
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