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Abstract: The newsvendor problem now has been 
extended into complicated models to meet the commerce 
pattern’s growing intricacy. For the requirement of 
outsourcing operation, supply chain management and 
cost-profit control, we need to develop practicable, 
potent and computer- operated approaches to resolve 
the newsvendor problems which the various costs and 
characteristic parameters of products are divers and 
the constraints of trade operation are multiplex. In this 
paper, we develop a quadratic programming approach 
(QPA) to settle the single-period, multi-product and 
multi-constraint newsvendor problem with regular 
distribution of market demand, and then we apply 
neural network method (NNM) to calculate the optimal 
order quantity of each potential available product. This 
model is quite practicable in actual application for that 
the QPA transforms the original newsvendor problem 
from integral pattern to quadratic function, which not 
only increases the maneuverability but also decreases 
the complexity of calculation greatly, and the NNM 
establishes a general model which is expansible and 
superior especially when the number of products is 
large. 
 
Keywords: cost-profit control, newsvendor problem, 
neural network, quadratic programming 
  

I.  INTRODUCTION 
 
      The classical newsvendor problem (formerly the 
newsboy problem) is proposed by Hadley and Whitin [1] 
initially in 1963. Subsequently, they had extended their 
original model into the more complicated situations of 
multi-product with multi-constraint. Although they had 
applied many approaches such as Leibniz Rule, 
Lagrange Multiplier and Dynamic programming to 
solve these models, there were still some difficulties in 

resolving such problem effectively, particularly when 
the number of products considered is large. 
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After Hadley and Whitin’s early work, many 
publications extended their original research by 
developing new solution methods and presenting new 
areas of application for these models. Gallego and 
Moon [2] and Khouja [3] had reviewed the extensions 
that were developed. And then, the related literatures 
continuously appear. Here we cite some of these articles 
that are relevant to the single-period and multi-product 
newsvendor problem. Erlebacher [4] developed both 
optimal and heuristic solutions for the single-period and 
multi-product newsvendor problem with the capacity 
constraints. He proved the optimality of the order 
quantities based on two special premises. The first was 
that the cost structure is the same for all considered 
products while the second was concerned with uniform 
probability density function for the demand distribution 
of all products. Then, he proceeded to developing 
heuristics for a few general probability distribution 
functions. Abdel-Malek and Montanari [5] developed 
exact, approximate, and iterative solution models to 
settle the capacitated newsvendor problem.  

A quadratic programming solution model for the 
single-period and multi-product newsvendor problem 
with side constraints has been developed by 
Abdel-Malek and Areeratchakul [6] in 2006. The model 
accommodated lower bounds of products’ demands that 
are larger than zero, and facilitated the performance of 
sensitivity analysis tasks.  

While the newsvendor problem in our actual 
commerce is becoming more intricate, for that the 
number of products is gradually increasing and the 
constraints of available resources and some others are 
becoming more complicated, the optimization of 
multi-product procurement order quantities encounters 
so many difficulties in procedure of obtainment. We 
apply the quadratic programming approach to settle 
single-period and multi-product newsvendor model 
based on the demand forecasting of definite demand 
distribution such as uniform distribution, normal 
distribution and so on, which has transform the integral 
operation into the square operation that greatly reduces 
the complexity of calculation. 

The quadratic programming problem is general 
existing in multi-subject. For its particular importance, 
many scholars have put forward a number of efficient 
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algorithms. Goldfarb and Idnani [7] proposed a dual and 
original-dual algorithm to resolve the convex quadratic 
programming problem. This method started with the 
best optimal values in no constraints’ case, and iterated 
to obtain the original problem’s optimization values by 
operating a series of sub-issues of best objective 
functions which ones the objective values are increasing 
strictly. It has the superiority when the initial feasible 
point is not easy to find. Zhong and Tapia proposed an 
amended Newton method in 1992, which is ultra-linear 
convergence and the points of iteration are in the set of 
feasible solutions strictly. Nie and Magundho [8] put 
forward a simplex solution method to solve the strict 
convex quadratic programming problem. It’s a robust 
method of searching the best objective point directly 
without using the condition of Kuhn-Tucker. According 
to the generalized multiplier method, He [9] 
transformed the convex quadratic programming 
problem of inequality constraints into ones which are 
only of non-negative constraints partly to resolve the 
large-scale sparse problems.  
   The calculation efficiency and practicability of 
quadratic programming functions can inadequately be 
satisfied by these traditional mathematics methods 
especially when the number of independent variables is 
large enough and the constraints are troublesome in 
practice. Since that the practicability and superiority of 
intelligent algorithm in handling the problem of 
optimizations have been recognized, here we apply the 
quadratic programming approach using neural network 
algorithm to settle the single-period and multi-product 
newsvendor problem.  

In next section, the single-period and multi-product 
newsvendor model with constraints based on original 
work of Hadley’s and Whitin is introduced, and then we 
present our developed quadratic programming approach. 
The neural network’s establishment of obtained 
developed quadratic model is the subject of the third 
section. Finally, we conclude with a summary and 
conclusions of the paper. 

II. THE NEWSVENDOR MODEL AND QUADRATIC 
PROGRAMMING APPROACH 

 
This section is divided into two parts. In the first 

part we present one of the newsvendor models based on 
Hadley and Whitin’s original work, and then in the 
second part, we show the development of our quadratic 
programming method. 

 

A.  Hadley and Whitin’s newsvendor model 
 

Johnson and Montgomery [10], Silver et al. [11] and 
Nahmias [12] have proposed different formulation for 

the newsvendor problem. These models are more or less 
mathematically equivalent, though the authors may 
slightly differ in their approaches to defining costs and 
profits. In this paper, we apply the one based on the 
Joh on  M gomns  and ont ery’s model. 

MinZ 
Z=∑ ሾܥ௜ ௜ܺ ൅ ௜ܪ ׬ ሺ ௜ܺ െ ௜ሻܦ ௜݂ሺܦ௜ሻ
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Subject to:

௜ ௜ܺሻ௄
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∑ ሺܥଵ
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ெ
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   ௜ܺ ൒ ܮ௜ , i=1,2,…,K ; 
where Z is the expected cost to be optimized, K is the 
number of products, i is the product index, C୧ is the unit 
cost of product i, X୧  is the amount to be ordered of 
product i, D୧  is the random variable of product i’s 
demand, f୧ሺD୧ሻ  is the probability density function of 
demand for product i, H୧ is the cost incurred per each 
product I’s leftover at the end of the period, O୧ is the 
out-stock cost per unit of product i, Bg is the firm＇s 
available budget, M is the number of constraints, β୨,୧ is 
the coefficient of resource j of product i, R୨  is the 
amount of available resource j and L୧ is lower bound of 
order quantity of product i. 

Eq. (1) consists of three major terms. The first term 
expresses the acquisition cost of the different products. 
The second one estimates the cost incurred when 
overstocking occurs for each of the considered products. 
The last shows the shortage cost for each of those 
products. 
 

B.  Quadratic programming approach 
 

We transform the objective function shown in Eq. (1) 
int he r d e i ler 
for

o t  gene alize  objective function with th  s mp
mat. 
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Substitute (3) back into (2) and change the problem 
into maximization, we obtain Eq. (4). 
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Max Z 
Z=∑ ሾK

୧ୀଵ ( ௜ܱ െ ௜ሻܥ ௜ܺ െ(ܪ௜൅ ௜ܱ)׬ ௜ሻܦሺܨ
௑೔

଴ ௜ܦ݀ െ
       ௜ܱሺܧሺܦ௜ሻ].                                                                  (4) 

Then, we expr s th  o tio given in Eq. 
(4) into the f r

es e bjective func n 
ollowing quadratic fo mat: 

Max Z X୧
ଶ ൅ X୧ ൅ C୧

ሺכሻሻ.               (5) =∑ ሺA୧
ሺכሻ B୧

ሺכሻK
୧ୀଵ

Where A୧
ሺכሻ ,  B୧

ሺכሻ and C୧
ሺכሻ are constants to be 

determined for each product i according to its demand 
probability distribution function (*).  

In the following, we consider three of the most 
commonly used probability density functions for the 
distribution of products’ demand; the uniform, the 
exponential, and the normal. 

 Demand of uniform distribution 
The integral of the cumulative density function 

(CDF u rm s s ow ws: ) of the nifo  distribution i h  as follo

׬ ௜ሻܦሺܨ
௑೔

଴ =௜ܦ݀
௑೔

మିଶ௔೔௑೔ା௔೔
ଶሺ௕೔ି௔೔ሻ

, ܽ௜ ൑ ௜ܺ ൑ ܾ௜. 

The last term of the Eq. (4) requires the estimation 
of the expected value of the uniform：ሺa୧ ൅ b୧ሻ 2⁄ . 

Hence, substituting hese values in Eq. (4), the 
constants of Eq. (5 re ta s follows: 

 t
) a  ob ined a

௎ܣ െ （ு೔ାை ）

ଶ௜ = ೔

ሺ௕೔ି௔೔ሻ
; 

௜ܤ
௎ െܥ

（௔ ு ା௕ ை೔）= ௜ + ೔ ೔ ೔

ሺ௕೔ି௔೔ሻ
; 

௜ܥ
௎=െ ሺ௔೔

మு೔ା௕೔
మை೔ሻ

ଶሺ௕೔ି௔೔ሻ
. 

 Demand of exponential distribution 
Similar to the approach followed in the case of the 

uniform distribution, we integrate the CDF of the 
exponential tion llo s: distribu  as fo w  

׬ ௜ሻܦሺܨ
௑೔

଴ =௜ܦ݀ ௜ܺ+ߣ௜(݁
ି೉೔

ഊ೔  െ1) 

We then substitute these values into Eq. (4) and 
hence the constants of Eq. (5) can be approximated 
using the first two term l r＇s expansion as 
follows: 

s of Tay o

ܣ െ ೔ሻா௫௣=
ሺு೔ାை

ଶఒ೔
; 

ܤ (ܱ ௜); ா௫௣= ௜ െ ܥ
ா௫௣=െ ௜ܱߣ௜. ܥ

 t e error is: 
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ߣ

And h
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െ

ܺ݅
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. 

Demand of normal distribution 
The exact value of the integral of the CDF of the 

normal distribution is difficult to obtain. To address this 
ifficulty, xima  th demand PDF to 

t of e n ith i im t ows: 
d  we appro te e normal 
tha  u rm w ts l i s as foll
a୧

N=ma (µ୧ െ 3
 th ifo
x √ σ୧ , o); b୧

N=µ୧ ൅ √3σ୧; 
where µ୧ and σ୧ are the mean and the standard deviation 
of the normal distribution respectively. 

Then, we can use the formulae in chapter (2.2.1) to 
determine the pertinent constants. It should be noted 
that the limits a୧

N and b୧
N cover more than 99% of the 

area under the normal curve. It should be also noted that 
the conducted numerical experiments show that this 
approximation yields le  than 1% error in the optimum 
value of the object  f cti

ss
ive un on. 
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మ
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To sum up, we attain the table.1 of the objective 
function coefficients for the uniform, exponential, and 
normal distributions as follows: 

 
 
Table 1     The objective function co ients for the uniform, exp tial and normal distributieffic

୧
ሺכሻ
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୧
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III. NEURAL NETWORK MODEL OF NEWSVENDOR’S 
QUADRATIC PROGRAMMING APPROACH 

 
   We transform the equation (5) into the following 
pattern  e bli eu o k model:  to sta sh our n ral netw r

x  
 Z = ൅ ሻ  
Ma  Z

∑ ሺܣ௜
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Then, in  establish the neural network model, 
we define f n a : 

 order to
e nct

 Y= ் ܷ 
 th u io s follows
Qܺ െ

ଵ ܻ ڮ ܻ ௄ାଵሿ்.   =ሾܻ ଶܻ ଷ ெା
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Whe  

   Using the Augmented Lagrange Multiplier method, 
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progra m ng atio as fol

e ener ion above quad
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E(X,ߦ)= ்ܺAX+்ܤX+ߦ ∑ ሼܻெା௄ାଵݔܽܯ
ఏୀଵ ; 

m
ఏ, 0ሽ

where ߦ is denote the penalty parameter and ߦ ൐0. 
   Using the discrete-time steepest descen od, we 
obtain the update equation: 

t meth

డாሺ௑,కሻ
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ۏ
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ܳఏ,ଵ
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ڭ
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ۑ
ۑ
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 wh =       ܻ
       ܻ

   ௜ܺ(n+1)= ௜ܺ(n) െ2}ߤA்ܺ+B୧+ ߦ ∑ ܵఏ
ீ
ఏୀଵ ܳఏ,௜}. 

ere ௜ܵ ൜0  ఏ ൑ 0 
1 ఏ ൑ 0 ; 

where ߤ is the learning parameter and G=M+K+1. 
     The neural network of abovementioned newsvendor 
quadratic programming model (NQPM) is showed as 
following figure 1:  
 

 
Figure 1     Neural network of NQPM 
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   We take a representative case for example, which considers a 
newsvendor problem with five products and four resource 
constraints. The products characteristics are given in table 2, 
and constraints of these resources and their usage for each 
product are shown in table 3. 
 

Table 2      Products characteristics and costs 
Product  Distribution  Parameter  Ci  Oi  Hi 

1  Exponential  (150)  7  3  2 
2  Uniform  (75,125)  6.5  3  3 
3  Normal  (130,20)  3  1  2 
4  Exponential  (275)  8  3  4 
5  Normal  (200,30)  7  4  2 

 
Table 3     Numerical data for resources constraints  

Constraint 
Resource 
availability 

Resource usage
coefficient for product 

1  2  3  4  5 
1  400  2  3  4  2  2.5 
2  400  2  3  1  3  1 
3  400  3  1  2  2  4 
4  400  2  2  3  1  3 

 
The fir ’s available bud et is 50  lower bound of 

order quan
m g 00 and the
tity of each product is: 
 .ହ=10ܮ；ସ=10ܮ；ଷ=10ܮ；ଶ=10ܮ；ଵ=10ܮ

Then we transform this representative newsvendor example 
into our developed quadratic programming model. 

According to Table 1, we get the model and the constants 
obtained in quadratic transformation as follows in table 4: 

 
Table 4     Required constants  

Product  A(*)  B(*)  C(*) 
1  ‐0.0167  4  ‐450 
2  ‐0.06  5.5  ‐637.5 
3  ‐0.0144  4.5  ‐1044.87 
4  ‐0.0127  5  ‐825 
5  ‐0.0288  5.538  ‐1431.85 

 
Using the neural network approach, we select the penalty 

parameter 1=ߦ and the learning parameter 0.01=ߤ. After 3000 
iterations, the calculated values of this example as follows in 
table 5: 

 
Table 5    Order quantity of each product  

Product  Xi 
1  10.0000 
2  16.6501 
3  30.2820 
4  59.9959 
5  35.5721 

Total cost  3760.6711 

IV. SUMMARY AND CONCLUSIONS 
 

In this paper, we develop a neural network solution method 
which is based on quadratic programming model for the 
single-period, multi-product and multi- constraint newsvendor 
problem. The contribution of this work includes: (1) it 
addresses the complexities resulting from right skewed 
probability density function of products’ demand by utilizing 
the familiar nonlinear quadratic programming approach to 
solve the multi-constraint model of the newsvendor problem, 
which offers “good” approximate solutions depending on the 
type of demand distribution functions, and (2) it offers the 
decision-maker a practicable method  to settle the problem of 
calculation efficiency and feasibility by applying neural 
network model, especially when the number of products and 
constraints are quite large. 

Illustrative examples are given to show the generality of the 
developed method in solving the problem under different 
demand probability distribution scenarios.  
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