
 
 

 

  
Abstract— An automatic lips detection and tracking system 

based on watershed segmentation and H� approach is presented. 
For some of the lips detection systems, skin/non-skin detection is 
a prerequisite step to localise the face region and the lips region 
is then detected from the face region. In this paper, a direct lips 
detection technique using watershed segmentation without 
needing preliminary face localisation is proposed. The 
watershed algorithm segments the input image into regions. 
Consequently, the cubic spline interpolant lips colour modelling 
and symmetry detection are used to detect the lips region from 
the segmented regions. The position of the segmented lips is 
passed to the H� tracking system to predict the location of the 
lips in the succeeding video frame. The simulation results have 
revealed a good performance of the proposed method.      
 

Index Terms— Audio-visual speech recognition, H� filter, 
Lips detection and tracking, Symmetry detection, Watershed. 
 

I. INTRODUCTION 

  In recent years, problems in the automatic speech 
recognition (ASR) have cropped up and drawn the attention 
of researchers [1]-[3]. With the presence of noise as in real 
world circumstances, the ASR rate could be dramatically 
reduced. The ASR system would be able to provide an 
appreciable performance only under a certain controlled 
environment. With the inspiration of lips-reading capability 
from the impaired society and the limitation of the noise 
robust techniques, the audio-visual speech recognition 
(AVSR) has become a research trend and is growing rapidly 
[4].  

Dealing with the aforementioned AVSR, the front end lips 
detection and tracking is a key to make the overall AVSR 
system a success. J.M Zhang et al. [5] proposed a lips 
detection technique using red exclusion and Fisher transform.  
The skin-colour model and motion correlation are first 
applied in the system to locate the face region. The lips image 
is then enhanced by applying the red exclusion method, and 
the lips region is finally separated from the skin image via 
further thresholding. Jamal et al. [6] presented lips detection 
in the normalised RGB colour scheme. The incoming colour 
image is first normalised using either the pixel or maximum 
intensity normalisation scheme. The normalised image is then 
segmented into skin and non-skin regions using histogram 
thresholding and the lips detection is performed on the skin 
pixels. A tracking and lips feature extraction algorithm for 
speaker identification is proposed by T. Wark et al [7]. From 
the chromatic facial image, the region of interest, which is the  
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lips region, is obtained and the contour model is then derived 
from the syntactic information. The speaker dependent 
feature vectors are then extracted from the colour information 
in and around the lips. 

For the lips detection algorithms presented in [5]-[6], a 
preliminary face localisation is required for the lips detection 
and segmentation process.  In this paper, instead of having the 
aforementioned face localisation process at the early stage, a 
direct lips detection and segmentation system based on 
watershed scheme is proposed. The overview system flow of 
the proposed system is depicted in Fig. 1. The initial video 
frame is first sent for pre-processing which includes: edge 
detection, obtaining foreground object and background ridge 
line. Subsequently, the outputs from both processes are 
passed to the watershed segmentation system [8]-[9]. From 
the resultant segmented regions, the lips region is detected by 
applying cubic spline interpolant lips colour modelling. If 
more than one region is detected, a further lips verification 
process is applied by using symmetry detection.   

 

 
Fig. 1. Overall system flow of the lips detection and tracking system 
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The centre point of the successfully detected lips region is 
forwarded to the H� tracking system. By using the existing 
lips location, H� filter is applied as the estimator to estimate 
the lips location in the subsequent frame. For the successive 
frame, the watershed segmentation and lips detection is only 
applied to the small window image size around the predicted 
location. If the lips position is predicted wrongly, full image 
processing would restart again. 
 

II. THE PROPOSED LIPS SEGMENTATION AND DETECTION 
SYSTEM 

For the watershed algorithm, a grayscale image would be 
treated as a topographic surface. Every pixel is situated at 
certain altitude as a function of its gray level; black is 
regarded as minimum altitude while white as the maximum 
altitude. The other pixels are assigned to the altitude level 
between these two extremes. Watershed transform is 
eventually applied to split the image into a set of catchment 
basins, where the catchment basins are formed by the regional 
minimum. Every pixel in the image would fall into only one of 
these catchment basins according to the steepest descending 
path. The final outcome of the watershed transform is the 
labeling number for each pixel of the image to a specific 
catchment basin [10]. 

Watershed transform is used for the lips segmentation as it 
possesses the characteristic of closed boundary segmentation. 
Nevertheless, the watershed transform might cause the 
over-segmentation problem. The total amount of catchment 
basins might rise up to thousands though only some of them 
are required. One of the over-segmentation scenarios is shown 
in Fig. 2.  

 

 
Fig. 2. (a) Original image (b) expected watershed segmentation (c) 

over-segmentation 
 

 
Fig. 3. The outcomes of the pre-processing procedures 

As to deal with watershed over-segmentation, some 
pre-processing steps need to be considered instead of directly 
going through watershed transform. From Fig. 3, the 
pre-processing includes edge detection using Sobel filtering, 
obtaining foreground object and background ridge lines. 

The segmented regions are passed to the lips detection 
system as depicted in Fig. 4. The cubic spline interpolant lips 
colour modelling which would be discussed in more details in 
the coming subsection is acquired to detect the lipss region 
from the segmented regions. If the detected region is more 
than one region, further symmetry detection is triggered to 
gain the final lips region.  

 

 
Fig. 4. The process of lips detection system 

 

A. Lips Detection – Lips Colour Modelling 

When generating the lips colour model, the images are 
transformed into YCbCr colour space. YCbCr colour space 
splits the RGB into luminance component, Y and 
chrominance components, Cb and Cr. As to avoid luminance 
issue in the system, only chrominance components, Cb and Cr 
are involved in lips colour feature clustering process.  

6 sets of 6x6 dimensions lips area are cropped from each 
person in the Asian Face Database [11] and the total number 
of 642 sets of lips data is then plotted on a Cb-Cr graph. The 
plotted lips’s Cb-Cr information is shown as in Fig. 5(a). Only 
the heavily hit pixels are considered as part of the lips colour 
cluster. The final lipss colour cluster after morphological 
closing is illustrated in Fig. 5(b).  

Furthermore, the cluster boundary is created using cubic 
spline interpolation equated as (1)-(2) to properly encircle the 
cluster instead of using an incompatible triangular boundary. 
The cubic spline interpolant lips boundary is saved for lips 
detection from the segmented regions. The segmented region 
which belongs to the cluster is detected as the lips region. 

 

 
Fig. 5. Lips colour modelling (a) initial clustering (b) final clustering with 

cubic spline interpolant boundary  
 

Proceedings of the International MultiConference of Engineers and Computer Scientists 2009 Vol I
IMECS 2009, March 18 - 20, 2009, Hong Kong

ISBN: 978-988-17012-2-0 IMECS 2009



 
 

 

�
�

�

�
�

�

�

≤≤

≤≤
≤≤

=

−− kkk xxxifyS

xxxifyS

xxxifyS

yS

11

322

211

)(

)(
)(

)(
�

 

 
 
(1) 

 
Where Sn is the third degree polynomial which could be 
described as: 
 

nnnnnnnn dyycyybyyayS +−+−+−= )()()()( 23  (2) 

For n=1, 2, 3…k-1  
 

B.  Lips Verification - Symmetry Detection 
The symmetry detection process would only be triggered, if 

the number of detected lips region after lips colour modelling 
is more than one. Only the segmented region which falls on 
the symmetrical axis would be considered as the lips region. 
The symmetry detection is performed horizontally and the 
equation [12] is as below:  
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Where HS(j) is the horizontal symmetry measurement with 
the symmetry axis located at x=j. 

Fig. 6 shows an example of horizontal symmetry 
measurement working on the input image as in Fig. 7(a). The 
minimum value obtained between the two peaks would be the 
horizontal symmetry point. After going through lips colour 
boundary as mentioned previously, the regions detected as 
lips are labelled as 3, 6 and 9 as shown in Fig. 7(b). Referring 
to Fig. 6, the horizontal symmetrical axis is located at x =263. 
Therefore, among three regions, the region which fell on the 
symmetrical axis, x =263, is considered as the final detected 
lips region.  

 

 
Fig. 6. Horizontal symmetry measurement 

 

The successfully detected lips region would be forwarded 
to the H� approach tracking system to estimate the lips 
location of the succeeding frames. The purpose of applying 
the lips tracking for the subsequent video frames instead of 
directly detecting the lips region for the entire video flow is to 
trim down the computational time of the overall image 

processing. After getting the predicted lips location of the 
next incoming frame, the watershed segmentation and 
detection process would only be focused on the specific area 
nearby the estimated point. The processing area is reduced 
from the entire image size to a relatively small window area. 
Consequently, the system efficiency would be increased. The 
details of H� approach tracking system is discussed in the next 
section.  

 

 
Fig.7. (a) Original image (b) lips region on the symmetrical axis 

 

III. H�  APPROACH LIPS TRACKING SYSTEM 

A linear, discrete-time system could be mathematically 
expressed as: 

 
State equation: nnnn wHuFxx ++=+1  (5) 

 
where x is the state of the system while F is the transition 
matrix that brings the state value xn from time n to n+1; H is 
the matrix used to connect the input vector u with the state’s 
variables and w is the process noise.  
 

Measurement equation: nnn vRxy +=  (6) 

   
where y is the measured output, R is the observation model 
utilised to map the true state space to the observed space and v 
is the measurement noise. 

The state vector comprised in the state equation (5) is the 
representation of the system information at a particular time 
step. The state vector consists of the centre position of the lips 
region horizontally and vertically. The state equation applied 
to describe the proposed lips tracking system could be 
mathematically written as: 
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where pxn and pyn correspond to the lips position horizontally 
and vertically; while uxn and uyn are the horizontal and 
vertical acceleration.  

A precise prediction tool is needed to successfully track the 
incoming lips position. Dealing with this concern, H� filter 
that work under the worst case consideration of the estimation 
error is proposed as a tracking tool in this system. This filter is 
designed for robustness; it is applied to diminish system 
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modelling errors and noise uncertainty [13].  The H� 
algorithm applied for the lipss tracking is illustrated in Fig. 7. 
The robustness of the H� filter would only be preserved if � is 
selected in the way where all the eigenvalues of P is less than 
one. 

 

 
Fig. 7. The process flow of the H� filter algorithm [14] 

 
Q, W, V are the weighting matrices for the estimation error, 
process noise and measurement noise respectively.   
 

IV. SIMULATIONS AND ANALYSIS 

A. Simulation of Lips Segmentation using Watershed 

The Asian Face Database is used to verify the proposed lips 
detection and segmentation system. The input image is first 
converted into gray level image and sent to the watershed 
segmentation. As mentioned in Section II, an edge image 
processed by Sobel filtering is needed to calculate the 
gradient magnitude for the watershed transform. Fig. 8(b) 
shows the detected edge for the incoming image.  On the other 
hand, the input image is also applied to obtain the foreground 
object and the background ridge line which are depicted in 
Fig. 8(c) and Fig. 8(d) respectively. The watershed 
segmentation results are illustrated in Fig. 8(d). Compared 
against watershed without pre-processing, the number of 
segmented regions from the proposed system is tremendously 
reduced.   

 

 
Fig. 8. (a) Input image (b) edge detection using Sobel filter (c) foreground 

object (d) background ridge line (e) watershed segmentation. 

B.  Simulation of Lips Detection using Lips Colour 
Modelling and Symmetry Detection 

After getting the segmented regions from the watershed 
transform, lips detection is working on those regions to obtain 
the lips area. At first, the lips colour modelling is applied on 
the segmented region and the resultant output is shown in Fig. 
9(b). If only one of the regions is detected as the lips as 
depicted in Fig.9(c), this particular region would be then 
considered as the final lips region shown in Fig. 9(d).  

 

 
Fig. 9. (a) Input image (b) lips detection using lips colour modelling (c) lips 

region detection (d) final detected lips 
  

Alternatively, if the detected region is more than one as 
shown in Fig. 10(b) and 11(b), a further verification using 
symmetry detection would be activated. Fig. 10(c) and 11(c) 
demonstrates the horizontal symmetry measurement of the 
input image and the minimum point between two peaks is 
known as the symmetrical axis. The output region from the 
lips colour boundary which falls on the symmetrical axis 
would only be verified as the final lips region as illustrated in 
Fig. 10(d) and Fig. 11(d). The final lips region is detected as 
in Fig. 10(e) and 11(e). 
 

 

 
Fig. 10. (a) Input image (b) lips detection using lips colour modelling (c) 

horizontal symmetry measurement (d) symmetry detection (e) final detected 
lips 
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Fig. 11. (a) Input image (b) lips detection using lips colour modelling (c) 

horizontal symmetry measurement (d) symmetry detection (e) final detected 
lips 

 

C.  Simulation of Lips Segmentation and Detection under 
Complex Background 

Instead of only using Asian Face Database where the 
background is in plain colour, the images are also obtained 
from [15] and in-house prepared which have the complex 
background are tested as well.  Some of the lips detection 
results are shown as in Fig. 12 and Fig. 13 below:  

 

 
Fig. 12. (a) Akiyo image from [LS10] (b) watershed segmentation (c) lips 

detection using lips colour modelling (d) final detected lips 
 

 

 
Fig. 13. (a) In-house prepared image (b) watershed segmentation (c) lips 

detection using lips colour modelling (d) horizontal symmetry measurement 
(d) symmetry detection (e) final detected lips. 

D. Evaluation of the Proposed Lips Segmentation and 
Detection System  
The performance of the proposed direct lips segmentation 

and detection system is quantitatively evaluated. The 
evaluation is based on percentage of overlap (POL) between 
the segmented lips region X1 and the ground truth X2 [15]. The 
ground truth is built by manually segmenting the lips region.  
The POL is equated as [15]: 
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According to the above measurement, the total agreement 

of the overlap would be 100%. Furthermore, the segmentation 
error (SE) is also evaluated using the equation as [15]: 
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where OLE is defined as the outer lips error, meaning the 
number of non-lips pixels being categorised as lips pixels. 
The ILE, inner lips error is explained as the number of 
lips-pixels being categorised as non-lips pixels. Besides, TL is 
denoted as the total lips pixels in the ground truth. The total 
agreement of the segmentation error would be 0%. 

The POL and SE are computed for the image used in Fig. 8, 
Fig.12 and Fig.13. The images in Fig.8 would be named as 
(i)-(iv) from most top to bottom. The evaluation results are 
shown in Table 1.  

 
Table 1: System evaluation based on POL and SE  

Images POL (%) SE (%) 
Fig.8 (i) 96.35 3.6074 
Fig.8 (ii) 97.35 2.6445 
Fig.8 (iii) 97.12 2.9016 
Fig.8 (iv) 91.61 8.8776 
Fig.12 90.51 9.9576 
Fig.13 93.81 6.0305 

    
From the results tabulated above, the proposed lips 

segmentation and detection system has an appreciable 
performance not only for plain background images but also 
for the images under uncertain circumstances.   
 

E. Simulation of Lips Tracking using H� Approach 

After obtaining the lips location, H� tracking system starts 
to predict the lips appearance of the incoming frame. Some of 
the lips tracking results are shown in Fig. 14 below.  

 

 
Fig. 14. Results of lips tracking 
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From the predicted location, the succeeding watershed 
segmentation and detection would only be focused on the 
window set around the predicted point as in Fig. 15. The 
computational time using H� tracking approach would be 
reduced compared to the conventional process of segmenting 
and detecting the lips region from a full size image.   

 

 
Fig. 15. The watershed segmentation and detection process in the set window 

around the predicted lips location 

 

V. CONCLUSION 

In this paper, a lips detection and tracking system based on 
watershed segmentation and H �  approach is presented. 
Compared to the conventional lips detection method that 
needs the skin/non-skin detection and face localization, the 
proposed system provides a potentially time saving direct lips 
detection technique, rendering the preliminary criterion 
obsolete. For the lips segmentation process, watershed 
transform which offers a closed boundary segmentation is 
applied. The final closed boundary lips region would be 
detected and passed to the H �  tracking system to track the 
incoming lips position. The image processing time is hence 
reduced as only a small window size image around the 
predicted location is processed to obtain the lips region 
instead of the entire image. From the simulation results 
shown, the proposed lips segmentation and detection system 
provides an appreciable performance not only for the plain 
background images but also for the images under complex 
background. The proposed lips detection and tracking system 
would be further applied into audio-visual speech recognition 
system in the future.    
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