
 

 

 

  

Abstract—Electro-optical system that combines the 

advantages of optical and electronic system has been widely 

applied in signal processing. Because of advantages of real-time, 

parallel operation capability, and programmable flexibility, it is 

especially utilized in the pattern recognition, e.g., military radar 

system, secure entry system, biomedical detection, and many 

other applications. Moreover, color is one of the most significant 

and powerful visual information. Improving the JTC for 

polychromatic pattern recognition is a novel topic. Deutsch 

proposed a multi-channel single-output JTC. It is based on RGB 

color model and separates the color pattern into red, green, and 

blue components respectively and then displays on the spatial 

light modulator (SLM). Thereafter, RGB become a popular 

model to perform pattern recognition. However, it is known that 

red, green, and blue components are correlated with one another. 

Furthermore, there are some cases in which the use of the RGB 

chromatic system is not appropriate for obtaining effective 

polychromatic object recognition, e.g., RGB decomposition is 

not appropriated for discriminating between similar color 

objects. Therefore, we propose a novel nonzero order JTC based 

on ATD color model to achieve polychromatic pattern 

recognition. ATD color model is constituted by achromatic, 

tritanopic, and deuteranopic systems. People consider that ATD 

color model is the most to be close to human eyes. In this paper, 

we apply ATD color model to multi-channel nonzero order joint 

transform correlator and perform pattern recognition. To 

estimate whether ATD color model is suitable for pattern 

recognition, we compare with RGB, which is common used to 

perform pattern recognition. The terms of estimation contain 

recognition ability of rotational distortion, brightness 

performance, multi-level quantized reference functions, noise 

tolerance ability, and relationship between channels and 

channels. We utilize peak to correlation energy, peak to sidelobe 

ratio, correlation peak intensity, and mutual correlation 

coefficient as our performance evaluation parameters. Finally, 

the results show that ATD color model is suitable for pattern 

recognition. 

 
Index Terms—joint transform correlator, pattern recognition, 

ATD.  

 

I. INTRODUCTION 

  In the optical pattern recognition systems, VanderLugt 

correlator (VLC) [1] proposed by VanderLugt in 1964 and 
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joint transform correlator (JTC) [2] proposed by Weaver and 

Goodman in 1996 are most to be well-known. The VLC based 

systems and the JTC systems use Fourier domain filter and 

spatial domain filter respectively. However, the VLC needs to 

be accurate aligned along the optical axis. This is a tight 

condition. Accordingly, the JTC does not have this problem, 

it arranges the reference and the target pattern side by side in 

the same plane. Therefore, the JTC has become an attractive 

pattern recognition system during the past decade [3]–[5]. 

However, the classical JTC is not a perfect system, it still has 

many drawbacks needed to be improved, e.g., non-real-time, 

and large zero order term (or auto-correlation). 

Yu and Lu utilized liquid crystal light value (LCLV) to 

replace the conventional negative of photo in 1984 [6]. They 

has been realized a real-time improvement of the JTC. In 

1988, Javidi proposed a binary JTC [7]. The JTC is easily to 

achieve the real-time capability. 

To remove the zero order term, in 1997, Lu et al. utilized 

the phase-shifting technique [8] and achieve the nonzero 

order JTC (NOJTC). In 1998, Li et al. utilized the joint 

transform power spectrum (JTPS) subtraction strategy [9] to 

design NOJTC. 

To yield sharp correlation peaks, Alam et al. proposed a 

fringe-adjusted JTC based on Newton-Raphson algorithm 

[10]. They used fringe-adjusted filter (FAF) to reshape the 

JTPS and improve correlation discrimination. Furthermore, 

Mahalanobis et al. proposed a minimum average correlation 

energy (MACE) method [11]. The MACE method is used in 

Fourier domain and could obtain shaper correlation peaks and 

smaller sidelobes in the output plane [12]. Recently, Chen et 

al. [13]–[16] proposed a multi-level quantized reference 

functions (MQRF). The MQRF is used in spatial domain and 

optimized in frequency domain with technique of Lagrange 

multipliers. Furthermore, the MQRF are suitable to current 

liquid crystal spatial light modulator (LCSLM) because of 

their limited dynamic range requirement. 

 

II. ANALYSIS 

ATD color model was developed by Guth [17], [18]. 

People consider that it is most close to human eyes. The 

neural information provides one achromatic and two 

polychromatic systems, which construct the second stage. The 

response characteristics of the second stage show linear 

transformations of the receptor absorption. If the model is 

restricted to experiments that measure threshold, increment 

threshold, and other small–step discriminations, utilizing the 

linear transformation is effective. The three components of 

the second stage are denoted by A, T, and D, where A refers to 

the achromatic (bright-dark) channel that can be considered 

as the luminance channel, T the tritanopic channel that 

corresponds to the opponent response red-green, and D the 
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deuteranopic opponent channel that corresponds to the 

opponent response blue-yellow. Eq. (1) shows the linear 

transformation matrix from RGB color model. 

 

  0.5967       0.3654         0

  0.9553    1.2836         0 ,

0.0248            0          0.0483

A R

T G

D B

     
     = −     
     −     

       (1) 

 

where R, G, and B are the three components from RGB color 

model. 

Early, the architecture of classical joint transform 

correlator (CJTC) is single channel and used to perform 

monochromatic pattern recognition. To achieve color pattern 

recognition, Deutsch proposed multi-channel architecture. In 

this paper, we utilize this technique to develop NOJTC. Fig. 1 

is the architecture of multi-channel NOJTC. Multi-channel 

NOJTC consists of one laser, one spatial filter, one collimated 

lens (CL), one beam splitter (BS), one computer, two 

LCSLMs, two Fourier lens (FL), and two CCDs. In the 

beginning, we obtain the reference image and separate the 

target image into A, T, and D color components. Then, put the 

reference and target images in LCSLM1. Next, coherent laser 

pass through spatial filter. When the collimated light coming 

out of LCSLM1 pass through FL1, input information will be 

transformed into Fourier domain. Then, The CCD1 records 

the JTPS. After removing zero order term, the JTPS recorded 

by CCD1 will be sent to LCSLM2. When another collimated 

light coming out of LCSLM2 pass through FL2, JTPS will be 

inverse Fourier transformed. Finally, we can obtain the 

cross-correlation output without zero order term in CCD2. 

We describe the positions of reference and target images in 

Eq. (2). 
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where 0x =b, 1y =-a, 2y =0, 3y =a, 0( , )m mr x y− −  represent 

three color components and positions of reference functions 

(m=1,2,3 or A,T,D), 
0( , )n nt x y−  represent three color 

components and positions of target image (n=1,2,3 or a,t,d). 

After the collimated light coming out of LCSLM1 pass 

through FL1, ( , )i x y  will be Fourier transformed as Eq. (3). 
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Joint transform power spectrum (JTPS) will be detected by 

CCD1 as follows: 
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where the symbol * denotes the complex conjugate. If we 

remove zero order term, cross-correlation output will be 

displayed in CCD2 as follows: 
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where 
1a a= , 

2 0a = , 
3a a= − , ( , ) ( , ) ( , )ij i jc x y r x y t x y= � , 

the symbols �  and ⊗  denote the correlation and convolution 

operations respectively. 

Although we remove zero order term, the system is still 

weak in distortion invariance, e.g., rotation, scaling, etc. To 

overcome this drawback, a special reference function named 

minimum average correlation energy (MACE) is proposed to 

solve various distortions and to reduce the correlation 

sidelobe intensity are main advantages of MACE. 

We assume that there are N centered training images 

spanning the desired distortion-invariant feature range; 

( , )mr x y  and ( , )mit x y  represent the reference and i-th 

training images in the input respectively; m denotes one of the 

ATD channels. The useful Fourier transform pair can be 

shown as follows: 
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where the symbol ℑ  and 1−ℑ  denote Fourier transform and 

inverse Fourier transform respectively, ( , )mic x y  is the 

correlation output. The desired correlation peak value for 

each training image is described as follows: 

 

(0,0) ( , ) ( , ) .mi m x y mi x y x yc R f f T f f df df
∗= ∫∫                (7) 

 

We know that the total energy in the spatial domain is 

equivalent to the total energy in the Fourier domain from 

Parseval’s theorem. Therefore, the correlation energy is 

expressed as Eq. (8). 
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    (8) 

 

On the other hand, Eq. (7) can be rewritten with matrix 

multiplication for all N training images as follows: 

 

1 2
ˆˆ ˆ [ (0,0)   (0,0)    (0,0)] ,

T T

m m m m mN mT R c c c S
∗ = =…     (9) 

 

where the superscript T denotes the transpose operation. ˆ
mT  

is a complex-valued data matrix whose i-th column is 

obtained by lexicographically (row by row) scanning 

( , )mi x yT f f  from left to right and from top to bottom; similar 

scanning of Rk leads to a column vector ˆ
mR . ˆ

mS  is a column 

vector of correlation peak generated by (0,0)mic . Likewise, 

the average cross-correlation energy will be shown as follows: 
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where ˆ
m

D  is a real-valued diagonal matrix whose diagonal 

entry is the average of 
2

( , )mi x yT f f  with respect to all training 

images. Furthermore, the solution of Eq. (9) is not unique. To 

overcome this problem and achieve an optimum solution, we 

minimize Eave and satisfy the constraint in Eq. (9). We utilize 

the advantage of Lagrange multipliers and obtain reference 

functions in the Fourier domain as follows: 
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Next, we would like to demonstrate that the inverse Fourier 

transform of reference function ˆ
mR  is a real-valued function. 

Let 1 2ˆ ˆ
mD B
− = , where B̂  is a real-valued diagonal matrix 

whose elements are the positive reciprocal square roots of 
ˆ

m
D . Subsequently, Eq. (11) can be rewritten as follows: 
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Let ˆ ˆ
mBT = P̂ , then (12) can be rewritten as follows: 
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− ∗=                         (13) 

 

We can easily verify that the column vector ˆ
mR represents a 

Hermitian image in the Fourier domain when ˆ
mS  is a 

real-valued matrix. Therefore, 
m̂r  is a real-valued reference 

function in the spatial domain. Finally, we rearrange ˆ
mR  as a 

square matrix ( , )m x yR f f . ( , )mr x y  can be obtained by inverse 

Fourier transform of ( , )m x yR f f . 
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( , ) ( , ) ,m m x yr x y R f f

−= ℑ                    (14) 

 

where m represents A,T, or D color component. 

Together with the concept of MACE optimization, Chen et 

al. proposed the concept of MQRF. In a real word, the target 

for recognition may suffer from some distortions, the MACE 

is therefore introduced. The MQRF is obtained by quantizing 

this function with finite levels. It is utilized in the proposed 

device. Furthermore, commercial LCD circuit is designed 

with digital IC technology. The transmittance is controlled 

with voltages and is therefore quantized. Finally, MQRF can 

be expressed as 
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             (15) 

 

where M is the maximum of 1[ ]( , )m x yR f f−ℑ ; Q is the 

amplitude quantization parameter; Round(K) function rounds 

K to the nearest integer. 

In this section, we will introduce several performance 

evaluations to estimate the ability of recognition. The criteria 

are defined as follows. 

CPI is the correlation peak intensity at the correlation 

output plane. We define it as follows: 

 
2

CPI (0,0) .c=                                  (16) 

 

PCE is defined as the ratio between desired correlation 

peak energy and total correlation energy. It can detect the 

sharpness of the correlation peak. It is given as follow: 
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According to Eq. (16), we know that the higher PCE is, the 

higher accuracy of target will be. 

PSR is denoted as the ratio between primary peak energy 

and secondary peak energy. It is another important 

measurement criterion of pattern recognition. We express it as 

follows: 
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where {( , ) | 2, 2}x y x yα = > > . The higher PSR means the 

better ability for pattern recognition. 

APCE is the average of PCE and APSR is the average of 

PSR. In some case, we should collect more data. We should 

average PCE and PSR. The results are expressed as follows: 
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and 
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The higher APCE is, the higher accuracy of target will be. The 

higher APSR means the better ability for pattern recognition. 

When we perform pattern recognition, pattern does not 

always keep perfect. It will suffer more or less noisy. We 

define SNR for a color pattern as follows: 
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where i is the channel, ti is the amplitude of input signal at 

pixel (m, n), σ
2
 is the variance of each pixel, and M N×  is the 

pixel number. 

Chen et al. [19] have proposed mutual correlation 

coefficient in 1995. By the Cauchy-Schwartz inequality, it can 

be shown that the coefficient is always included between –1 

and +1. The values –1 and +1 correspond to high correlation 

between two channels. A null or near 0 value means that the 
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correlation is less between two channels. Mutual correlation 

coefficient is expressed as follows: 
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where a(x, y) and b(x, y) represent two channels. 

Apply mutual correlation coefficient to detect the target 

image before perform pattern recognition. We can decide 

what color models are suitable to use. This is a very useful 

technique. 

III. NUMERICAL RESULTS 

In the beginning, we pick a colorful butterfly pattern that 

comprises 128 × 128 pixels to be the original pattern. It is 

shown in Fig. 2. We rotate the original pattern and select a 

rotational distortion range of −36 °  to 36 °  (in steps of 3 ° ). 

This training set contains 25 patterns. Table 1 presents the 

values of PCE, PSR, and CPI. Next, we plot the PCE and PSR 

versus different rotational distortion, as shown in Figs. 3, 4. In 

comparison with two models with different rotation angles, 

the performances on ATD color model is still better than RGB 

color model. The curve of PCE versus different rotation 

angles is smooth and steady for each training image. Notice 

the curve of PSR is oscillating and higher than certain level. 

We can see the recognition ability with ATD color model is 

better than that of RGB color model by above two measured 

criteria. Next, we will discuss the patterns with different 

intensities. Table 2 shows the measured criteria. Referring to 

table 1; we could observe that changes in PCE and PSR values 

are not much different. However, we know that it is a good 

recognition when CPI value is more over 50% of original 

value. When brightness is less than 50%, CPI value of RGB 

do not achieve 50% of original. Contraily, CPI value of ATD 

maintains more over 50% of original. The results imply that 

ATD color model is relatively independent of brightness. Fig. 

5 shows the APCE versus different quantization parameters 

with ATD and RGB color models. We observe that the values 

of ATD and RGB increase quickly as the quantization 

parameter increases respectively from Q=1 to Q=4 and Q=1 

to Q=3 and respectively slowly from Q=4 to Q=8 and from 

Q=3 to Q=8. Moreover, the value of ATD is higher than that 

of RGB from 3Q > . Fig. 6 shows the APSR versus different 

quantization parameters. The situation is similar to that in Fig. 

5. As a result, the saturation points of ATD and RGB are at 

quantization parameter Q=4 and Q=3, respectively. In real 

environment, the noise may affect this system and result in 

reducing recognition ability. For this reason, we test the 

performance for recognition by adding random Gaussian 

noise on the test image from -5 dB to 10 dB. In order to let the 

result be more accurate, we repeat 100 times at each SNR 

value. The numerical results of ACPI, APCE, and APSR 

versus SNR are shown in Figs. 7 to 9. The range of the SNR is 

from -5 dB to 10 dB. It is worthy to pay attention that ACPI is 

defined by noise-added CPI divides by noise-free CPI. Its unit 

is percentage (%). We can observe that the APCE values are 

quite close when SNR values are -5 dB to -3 dB. The variation 

of APCE values is getting larger and larger as SNR ≥ -3 dB. 

The state of APSR curve is similar to that of the APCE curve. 

Moreover, the percentage of ACPI of RGB curve is higher 

than that of ATD curve, their values are over 50%. This shows 

that they all have enough recognition ability. Roughly, 

utilizing ATD color model to recognize is more suitable than 

RGB color model under noisy condition. Finally, table 3 

shows the mutual correlation coefficients. It is obvious that 

the coefficients of RGB color model are higher than those of 

ATD color model. According to theorem, it means that RGB 

channels are highly correlated with one another. Therefore, 

ATD color model yields better effect.  

 

IV. CONCLUSION 

In this paper, we have proposed a multi-channel NOJTC 

based on a color human vision model named ATD color 

model. The main advantage of ATD color model is that it is 

the most to be close to human eyes. Therefore, the recognition 

results conform to the sense of sight of human. It will be 

helpful to research human eyes in the future. 

According to the numerical results of comparison of 

discrimination capability of ATD and RGB color models, we 

verify that ATD color model could yield better recognition 

effect than RGB color model, e.g., rotation distortion, 

brightness performance, MQRF performance, noise tolerance 

ability, recognition ability of realistic background. Finally, 

the data of the mutual correlation coefficients also show ATD 

color model yield better effect. We know RGB color model is 

common utilized in image recognition field. Now, we show 

that ATD color model is also an alternative for pattern 

recognition. Since the concept of multi-channel is proposed 

and utilized in recognition, people try all kinds of color 

models to separate pattern into different channels. It is 

important that a suitable color model is required to match test 

pattern before the step of recognition. For the future works, 

we know that ATD color model is relatively independient of 

brightness; we could remove A channel and utilize TD two 

channels in recognition. On the other hand, we could find a 

technique to detect the test pattern and select a suitable color 

model.  
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Figure 1.  Multi-channel NOJTC system. 

 

 
Figure 2.  Noise-free original pattern. 

 
Figure 3.  PCE versus rotation angle. 

 

 
Figure 4.  PSR versus rotation angle. 

 

 
Figure 5.  APCE versus quantization parameter. 
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Figure 6.  APSR versus quantization parameter. 

 

 
Figure 7.  APCE versus input SNR from -5 dB to 10 dB. 

 

 
Figure 8.  APSR versus input SNR from -5 dB to 10 dB. 

 

 
Figure 9.  ACPI versus input SNR from -5 dB to 10 dB. 

 

Table 1.  Measured criteria of orginal pattern recognition 

based on ATD and RGB color models. 

Parameter PCE PSR CPI 

ATD 0.1047 44.0980 9.0000 

RGB 0.0431 16.6980 9.0000 

 

 

Table 2.  Measured criteria of (a) 75%, (b) 50%, and (c) 25% 

brightness based on ATD and RGB color models. 

(a) 

Parameter PCE PSR CPI 

ATD 0.1047 44.0980 9.0000 

RGB 0.0431 16.6980 9.0000 

 

(b) 

Parameter PCE PSR CPI 

ATD 0.1057 44.879 6.2452 

RGB 0.0448 16.076 2.9211 

 

(c) 

Parameter PCE PSR CPI 

ATD 0.1053 41.772 5.0652 

RGB 0.0436 11.429 1.1221 

 

 

Table 3.  Mutual correlation coefficients between different 

channels for unrotational training pattern. 

Channels AT TD DA 
β  0.2713 0.0051 0.7890 

Channels RG GB BR 
β  0.9820 0.9833 0.9422 
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