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Modeling and Analysis of End-To-End Delay
for Ad Hoc Pervasive Multimedia Network

Kamal Kumar Sharma, Hemant Sharma and A. K. Rg

Abstract— A primary challenge in mobile ad hoc network
scenario is the dynamic differentiation of provided levels of
Quality of Service (QoS) depending on client charaeristics and
current resource availability. In this context the paper focuses on
characterizing the average end-to-end delay and marum
achievable per-node throughput for In-vehicle ad ho multimedia
network with stationary and mobile nodes. This workconsiders
an approximation for the expected end-to-end packedelay based
on the assumption that the traffic at each link acd as an
independent M/D/1 queue.

The paper establishes the network model and delayadel for
ad hoc multimedia network. It further presents anaysis and
evaluation of the delay model based on an experimeh
multimedia communication scenario.

Index Terms— Ad Hoc Networks, In Vehicle Multimedia,
Bluetooth, Delay Analysis.

[. INTRODUCTION

The automobile industry has seen a shift towarésue of
more on-board technology and, is becoming incrghsin
software-dependant. From sophisticated navigatystems to
computer-controlled driver assistance safety systamain-car
multimedia and entertainmerthe amount of software written
for cars is increasing rapidly. Further, the peition of
multimedia capable mobile devices, such as novdiimedia
enabled smart phones, has encouraged users ingahécie to
consume multimedia content and services, while omanThis
has provided a possibility to share the data castamong
smart phones and the devices inside the car, such
infotainment systems or rear-seat entertainmentesys by
establishing a\d hocnetwork.

Ad hoc networking offers wireless communicationhaifit any
administrative overhead. To facilitate communicati®tween
devices far away from each other over several Hupaetwork
has to include so-called forwarding nodes.
technologies for ad hoc networking are the widesprEEE
802.11 and the Bluetooth [1] technology. It hasrbeddely
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Avadabl

predicted that Bluetooth will be the major techmgldor short
range wireless networks and wireless personalreeorks in
automotive domain. Bluetooth ad-hoc networking @isssents
new technical challenges, such as scheduling, mktigoming

and routing.

With the growing demand for real-time applicatiooger
wireless networks, increasing attention is paidthe delay
analysis of transmissions over error-prone channéts
multihop networks, like ad hoc, mesh, and multitogtiular
networks, the analysis is more challenging thasirigle-hop
networks due to the delay accumulation at each Mgny
factors affect the end-to-end delay, including tloaiting
algorithm, the MAC and packet scheduling algoritlamd
error-prone wireless channels. The analysis iskahlito be
tractable if all these factors are considered toget

This paper presents an approximation for the ergect
end-to-end packet delay based on the assumptibththtraffic
at each link in the network acts as an indepenkliédt1l queue
[12]. A queuing model for traffic is used for wirewktworks
[13] and is applicable to a wireless network byocactting for
operation of the hardware in half-duplex mode. The
approximation can be applied for a known fixed iogitand a
conflict-free schedule defined by a repeating framwmke
equally-sized time slots. This represents the siht ad hoc
multimedia network at the time of route and schedyidates,
and the performance may change as node(s) chasg®ps.

The rest of the paper is organized as follows:i8e& provides
an overview of In-car ad hoc multimedia networkhatecture

agd presents its system model. Section 3 desciibes
experimental set-up and experimental scenario &ysa the

system model. In section 4, we evaluate the delageiof the

network. Section 5 provides an overview of relatesearch.
Finally, Section 6 concludes the paper.

Il. IN-VEHICLE AD HOC MULTIMEDIA NETWORK

The network organizeimfotainment application contentato

communication channels to facilitate identificatiamd the
communication of intended data streams. Therefexery

application subscribes to the channels that itterested in, and
his corresponding device node will try to retriergy contents
belonging to those channels. The framework follothe

approach used in Internet-based podcasting pratoead

structures channels into different media streams.
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Figure 1: Overview of Ad Hoc Multimedia Network Architecture

To make efficient use of contacts with a small tiorg the
streams are further divided into data packets,sprari-level
data units of a size that can typically be downémhéh an
individual node encounter. The data packets arghdur
organized into protocol data units (PDU), the atotmansport
unit of the network.

A. System Overview

The system architecture fad hoc multimedia networks
illustrated in Figure 1. The transport layer adétealy on top of
the link-layer without any routing layer. To diswite contents
among the communicating nodes, the framework doesety
on any explicit multi-hop routing scheme. Insteéaxplicitly
routing the data through specific nodes, it reli@s a
receiver-driven application-level dissemination relpdvhere
contents are routed implicitly as nodes retrievateots that
they request from neighboring nodes. It distingesshetween
an application layer, a transport layer, and ttie tiiak layer. In
a first level of aggregation, the applications mige their data
contents in media stream channels.

Below the application layer, the transport layegamizes the
data into data streams. Streams are smaller data tinat
should be able to communicate over short contdtis.use of
smaller file blocks is also supported by the idéategrating
forward error correction, for instance the useoniiftain codes,
to speed up and secure the data transfer, spdgifivchen
packets are
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themselves are then again cut into smaller pargtionize the
interaction with the data link layer; i.e., theesis set to the
PDU size of the data link layer.

The proposed system is designed to work on any MAC
architecture, however, to be effective even inpghesence of
short contact durations, short setup times and dégh rates are
important for achieving high application communicat
throughput.

B. Application Scenarios

The ad hoc multimedia network consisting of Infotaént
system and the slave devices shall provide follgvgervices:

» Access to audio contents fromfPhone to In-car
Infotainment systerttat could be played and hearable

on the vehicle’s sound system.

Access to video contents froiRhoneto Rear- seat
entertainment unitia thepiconetmaster.

Access to internet frorRear-seat uniusingiPhone
via thepiconetmaster.

Applications based on Information contents received
by theiPhoneto help safe driving, such as weather
information or traffic information.

received unordered. The streams packets
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Figure 2: Network Model for Ad Hoc Multimedia Network

C. Network Model D. Delay Model

The model considered here is that of a wireledsoathetwork The end-to-end packet delay allows for evaluatidnthe
with nodes assumed either fixed or mobile. The petw quality of service (QoS) under low, moderate, aigh traffic
consists of a normalized unit area torus containimpdes [9]. [10]. For this discussion the following assumptiane needed.
For the case of fixed nodes, the position of noegiven by
Xi. A node i is capable of transmitting at a givesnsmission
rate of W bits/s to j if [10],

e The external traffic source attached to each node
generates Poisson distributed packet arrivals with
average traffic load/N (packets/slot) where N is
the number of nodes in the network, ands the

total external traffic load.
|XJE—XJ| ;{I‘Fi':'lX:_X_el‘ . . . .
» Packet destination is equally likely among nodes.

) ) The initial source (S) and final destination (D)apacket is
WhereA > 0, such that the nodeXill not impede Xand X 4onoted by an (S, D) pair. In a multihop ad-hoovoek a
communication. This is called the protocol modél][1 routing algorithm must be used to select a sehtfrinediate
For the case of mobile nodes, the position of i@deny time links (path) between (S, D) pairs to route the packherefore,
is now a function of time. A successful transmissbetween the average traffic load passing through a lin)(iA;, is the
nodes i and j is governed again by above equatibese the result of external and internal traffic [10].
positions of the nodes are time dependent [9]. Teésotted to
simplify the analysis. Also, at each time step,chesluler

decides which nodes are sources, relays, or déstisain such A N
a manner that the association pair (source—destimatoes not >‘ij = Z v ] = TN 1 Tij (1)
change with time. ST i '(N-1) N(N-1)

i i i : . through link (i, )
The multimedia network presented in previous sectio R

resembles to multihop wireless ad hoc network, thedefore,

can be modeled as a queuing network as shown ind-(a). Here Tij are the elements of the relative trafiad matrix T

The stations of the queuing network correspontiéaiodes of given by the cardinality of the set (8;D) pairs routed through
the wireless network. The forwarding probabilitizs the link (i; j). In other words, Tij represents the nbien of route

queuing network, denoted Ipy, correspond to the probability Paths that traverse link (i; j). The assumption pafisson

that a packet that is transmitted by nadmters the queue of arrivals to a node does not represent bursty traffic oturap
nodej. Figure 2(b) shows a representation of a nodéenad the effects of relayed packets through a slotted-8ystem, but
hoc network as a station in the queuing network. itis used in [12], in the approximation here, amdther studies

The end-to-end delay in a wireless network equaéssum of of ad-hoc networks due to its simplicity, ease mélgsis, and

queuing and transmission delays at source andniewinte reproducibility of the results it provides.
nodes. We will use the queuing network model shawn A randomly selected packet transmitted from node i®de D

Figures 2(a) and 2(b) in order to mathematicallglgre the €xperiences a random delayf?hat is the sum of the delays on
end-to-end delay. every link traversed in the selected path. Averggiver all the
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equally likely (S;D) pairs in the network, the expectedif these assumptions are used, the expected patay

end-to-end delay is given by

ElD]

)

' link (,7) m path
selected to route (5, D)

1

E[Dij ] is the expected packet delay over linkji;and is a
function of the external traffic load, internal ffra load,
medium access control (MAC) protocol, and the mpidti
access interference (MAI). An exact analysis fdDiE] in the

wireless scenario appears to be very difficult [19]

Nevertheless, the above equation can be rewrittéarms of
the relative traffic load.

(i3

Whinks(i,5)
i1 the network

E[D] E[Dy;] (3)

Since coordination among nodes exists, it is ptesstb
estimate the relative link capacity assigned tchdad after
creating the link schedule. Through the schedudifggprithm
the number of slots assigned to a link is moress kontrolled.

However, in general, the resulting number of statsigned to a
link depends on several factors including the toggland

location of a particular node. For instance, linakshe network
edge will be subject to less MAI than those atdeeter of the
network.

In addition, nodes at the center of the network maayy higher
relative traffic. Nevertheless, the capacity assijto a given
link (i; j) after creating the schedule can be caiepl. Letn; be
the number of slots within a period of the schediNe,
allocated to linkj; j); then the relative link capaci@; is given
by (4).

’ '”ij

=%, 4)

through link (i, j), E[Dj ] can be modeled as the resulting
packet delay in a TDMA system (M/D/1 queuing moddth a
frame length Nn; and packet transmission time of 1 slot [20].
Hence, (3) can be approximated by (5).

E[D) i

b- ¥

+ 1] slots . (5)
ik () Aig)

|
BG —

In the next section, the analysis of this delay etdds been
presented.

IIl. MODELANALYSIS

A. Experimental Setup

In order to investigate the performance of the apipnation in
equation (5), a Bluetooth simulator prograBT,-Sim[18] is
used on a laptop. The laptop had been paired Ritbrie and
Infotainment System to form an ad hoc network. the
simulator, external packets arriving at each naodeganerated
according to a Poisson process using the procethsaibed in
[9]. Poisson arrivals and destination node are igeeé using a
linear congruential pseudorandom number generator.
Simulation of equally likely packet destinations @one
following the recommendation given in [10]. The tistical
properties of these processes have been verifieddore that
the random generator works well for the number atkets
generated in the network.

According to [21], this improves credibility of theesults.

First-In-First-Out (FIFO) buffers of length 500 fxats are used
for each outgoing link where packets were placedr aheir

reception to be forwarded using information frore tiouting

table. The simulation is executed until each ntdasmits

1000 packets to every other node in the networkis Th

repeated and the measured delays are averagedhenfib%

confidence interval lies within 0.1% of the averag@his stop

criterion has been adopted from [20].

B. Experimental Scenario

All links in the network are first numbered accamglito traffic
load so that heavily loaded links are given higpeority in

In order to estimateE[Dy] the following assumptions are gccess to the channel. Sets of non-interferingsliake then

needed:

constructed by attempting to add links in orderpoibrity.

« Each node uses a different infinite length buffar f Through this process, the following assumptionsuses.

every feasible outgoing link.

* Packet arrival times to be transmitted over eatk li

are Poisson distributed with arrival raiegiven by

).

+ The n slots assigned to link (i; j) are uniformly

distributed within the schedule.
< Packet reception is error free.

ISBN: 978-988-17012-8-2
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» A node can either transmit or receive a single pack
in a given slot.

e The channel can be spatially reused. Links located
two hops apart produce negligible interference.

All links are assumed to be of the same qualitytaechetwork
is represented by a connected graph. Once the dehéd
generated, slot assignments are scrambled in at aff
distribute link access to the channel uniformlyhivitthe frame.
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The expected delay given by the approximation isotid D
while the average value provided by the simulaisodenoted
b, both of which are functions of the total exteragival rate
A. The maximum throughpat is the maximum value of for
which D remains finite. The approximation error is defirsexd

¢ = 0-p)/P (6)

These values are expressed as a percentage, adtivepadues

of £ indicate that the approximation overestimates ydefar

performance comparisons, valueséoére found for the low
traffic loadA = 0.10.* and a high traffic load= 0.75*. These

errors are denotef,,, and&pigh.

IV. MODEL EVALUATION

The end-to-end delay versus offered traffic is sindar the
network based ontandem topologyin Fig. 3. The
approximation follows the trend in the

delay at low traffic loads for the topology consiel At high
loads, the approximation provides a clear overegtgnfor
tandem networks Though caution should always berntak
applying an approximation, the one examined hereldarly
reasonable for the multimedia services consideratdl taus
useful for quick evaluations.

Average packet delay

0 1 1 L 1 1 1
0.1 02 03 04 06 07

05
External arrival rate, A (packet/slot)

Figure 3: End-to-end Delay versus Offered Traffic

The degradation in performance of the approximatiwrhigh
traffic load in a tandem network is clearly evidamfigure 3.
Simulation results have been verified to ensure thédfer
overflows do not occur and that the simulated delags
asymptote as the external arrival rate approacheadnmom
throughput.
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For a tandem network, this asymptote is quite shiamp the
approximation does not reflect such sharpnesshéntandem
networks, it appears from the figure that the apipnation gets
worse as network size increases. A relatively hegtor was
found for low traffic but the approximation errarthigh traffic
loads is at most 11%.

However, the approximation improves with increasiraffic
load, and the poor performance at low loads igarkscontrast
to its convergence with simulated results at maxmu
throughput. These results are most extendablehter aases.
The performance of the approximation clearly degeor the
network topology and size. These two parameteldsieénte
traffic and directly affect the packet arrival pess to the queue
of each link which, together with the uniform shssignment
distribution, is a key assumption of the modelthe case of
tandem network, the arrival process to each linkeaps to be
renewed by packets entering and leaving the netvaor#t the
poisson assumptidior the process is reasonable.

V. RELATED RESEARCH

simulated
throughput-delay over all traffic loads. It tendsinderestimate

Bluetooth is a low-cost technology initially desaghfor cable
replacement [2] but more generally intended forkatlds of
Personal Area Network (PAN) applications [3]. Itpiobable
that, in the very near future, Bluetooth will be ldded in
almost every mobile device. These features coupidu the
interoperability  characteristic  provided by Bluetoo
specifications [1], make this wireless technologgryw
appealing for applications in automotive environtsgd]. As

an example, Bluetooth headsets are very populaviretess
audio link to a mobile phone, also for vehiculae.u$hese
reasons make Bluetooth the most suited technologythe
design of the low power Wireless Communication Nekwv
(WCN).

The issue of performance management for multimedia
distribution network has been faced at differentele of
abstraction. At lower layers of the OSI protocalcht, several
important research activities have introduced Qw&ra
protocols for resource reservation, service difféetion,
traffic engineering, and constraint-based routity, [L5]. At a
higher layer of abstraction, a wide spectrum ofeagsh
activities, from both industry and academia, hasstigated
middleware  solutions for multimedia performance
management. For instance, content distribution oedsv
exploit statically installed or self-organizing @etralized
infrastructures to cache traversing flows and tmdparently
balance the request load by considering clienttioss [16,
17].

Several studies have focused on finding the maximum
achievable throughput and characterizing capaatyd
tradeoffs in wireless ad hoc networks [8-13].

In [5], the authors characterize the delay-throughpadeoffs
in wireless networks with stationary and mobile emdlt is
shown that for a network with stationary nodes, délverage
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delay and throughput are related B¢n) = &(nT(n)), where
D(n) and T(n) are the average end-to-end delaytfaodighput
respectively. In [8], the authors use simulationsorder to
study the dependence of per-node capacity on |IEEE18
MAC interactions and traffic pattern for variouptogies like
single cell, chain, uniform lattice and random raativ

Several recent studies have proposed queuing mddels
performance evaluation of the IEEE 802.11 MAC. Aegjng
model for performance evaluation of IEEE 802.11 Mba&sed
WLAN in the presence of HTTP traffic is proposed®h. In
[10] the service time of a node, in IEEE 802.11 MA&sed
wireless ad hoc network, is modeled as a Markov utated
general arrival process. A finite queuing modglrigposed and
used in [13] for evaluating the packet blockinglability and
MAC queuing delays in a Basic Service Set with Mew

In [11], the authors use queuing theoretic approadrder to
calculate the mean packet delay, maximum througaikt
collision probability for an elementary four nodetwork with

hidden nodes and extend the results to linear eisshetworks.
An analytical model for evaluating closed form esgsion for
the average queuing delay over a single hop in IBEE11

based wireless networks is presented in [12].

VI. CONCLUSIONS

In the paper, the network model and delay modelafbthoc
In-car multimedia network has been presented. breroto
compute the expected end-to-end packet delay tlaivie
traffic load, number of slots assigned to each,liakd the
schedule frame length are needed.

Computer simulation has been used to evaluate #layd
approximation using this model for tandem topologye
results show that the approximation is most suibea tandem
network, where traffic acts in a similar fashiorthat described
by Kleinrock’s independence assumptiff]. In this case,
performance of the approximation is better at loaffic loads
and deteriorates with increasing network size

This contribution shows that analytical approxiraatican be

used for fast evaluation ad hoc network capacity and delay
in automotive environment

Evaluation of delay model in car environment ig ffirst
objective of our future work. We anticipate two mai
directions:

>
analysis tool(s).

Delay performance analysis
multimedia network services.

> for different
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