
  

 
Abstract— The introduction of turbo-codes in digital 
communication systems represents a step towards more 
reliable data transmissions. The reliability can be enhanced by 
combining the codes with automatic repeat request (ARQ), 
known as hybrid-ARQ (HARQ). This paper provides analysis 
and computer simulations in MATLAB for evaluating the 
performance of HARQ schemes using turbo-codes as the FEC. 
The performance of the scheme is analyzed in term of bit error 
rate (BER) and bit energy to noise ratio spectral density 
(Eb/N0). Various parameters that influence the performance 
were investigated. Puncturing effects, number of iterations, 
decoding algorithm, size of packets and constrain length have 
been analyzed and evaluated to determine the effects and  
performances.   
 
Index Terms— Bit Error Rate, Hybrid ARQ, iterative 
decoding, Log-Map algorithm, SOVA, Turbo codes,  

 
I. INTRODUCTION 

 
The introduction of the turbo codes [1], [2] has spurred a 

lot of research on the field of iterative decoding. Turbo code 
is a very effective error correction technique, reaching a 
performance considerably close to the capacity limit. Even 
though turbo codes have a very good bit error rate 
performance, they do not guarantee error-free data 
transmission. When error free data transmission is a system 
requirement, automatic repeat request (ARQ) scheme are 
employed. 
  
 In conventional ARQ schemes, frame errors are examined 
at the receiving end by an error detection code, usually 
cyclic redundancy checks (CRC). The CRC will compute 
the syndrome of the frame. If the syndrome is ‘0’ (means 
the frame passes the CRC), the receiving end sends an 
acknowledgement (ACK) of successful transmission to the 
receiver. If the receiver detects that the frame was 
erroneously decoded, it sends a negative acknowledgement 
(NAK), request for retransmission of that frame until a 
successful decoding is achieved.  
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However, the system must tolerate certain delay for the 
retransmission to occur. As a result, ARQ scheme is more 
suitable for data, facsimile or still-image transmissions 
rather than voice or real-time communication transmissions 
in which retransmission is impossible. The basic ARQ 
schemes are the stop-and-wait, go-back-N, and selective 
repeat protocols. To improve the reliability of 
communication systems, these basic ARQ schemes are 
applied in conjunction with forward error correcting (FEC) 
methods, yielding the so-called hybrid ARQ/FEC schemes.  
  
 ARQ mechanism in conjunction with turbo codes have 
been considerably investigated in the recent years. One of 
the earliest works on this approach was done by Narayanan 
and Stuber [3]. They proposed a hybrid ARQ/FEC scheme 
where the information message is turbo coded prior to 
transmission. In the first transmission, the receiver operates 
as a regular turbo decoder, where no a priori information 
about the information message is known (equal a priori 
probabilities of ’0’s and ’1’s). If an error is detected at the 
receiver, then a request for retransmission is sent to the 
transmitter. The transmitter sends the coded bits again, but 
from the second transmission on the receiver operates as a 
’modified’ turbo decoder. The soft decision of the last 
transmission is used as the a priori information for starting 
the decoding of the current transmission. With this simple 
and ingenious modification, it was shown in [3] that a 
considerable performance improvement can be achieved.  
  

In iterative decoding, several decoding algorithms have 
been used, including the symbol and sequence detection 
techniques. The optimal MAP symbol estimation and its 
simplification called the Log-MAP algorithm have been 
introduced by Benedetto et al. in 1997. Further exploration 
of decoding algorithm uses the modified soft-output Viterbi 
algorithm (SOVA) which works for sequence detection 
techniques in SISO decoding algorithm [20].  Log-MAP 
algorithm is a transformation of MAP which has equivalent 
performance in practical implementation. Its performance is 
better compared to the Max-Log-MAP algorithms, which is 
suboptimal of MAP algorithms. Even though, the Max-Log-
MAP algorithm was designed for easy implementation, but 
the performance suffers especially at the low signal-to-noise 
region [9]. Since Log-MAP performs better than Max-Log-
MAP and more suited for parallel concatenates, only Log-
MAP and SOVA are used as the decoding algorithms to 
equate the performance. 

 
This paper analyzes the performance of decoding 

algorithm for Turbo codes with HARQ type 1 in AWGN 
fading channel using BPSK as the modulation scheme.  The 
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study is mainly focused on the performance of Turbo-codes 
as the FEC hybrid with ARQ type 1 without considering the 
time taken in each of the coded bits retransmission and other 
fading effects. This paper also investigates more parameters 
which affect the performance of the coding. 

 
 The rest of this paper is organized as follows. The system 

model is discussed in Section II.  A brief introduction on the 
turbo-codes and the ARQ protocols is given. Retransmission 
scheme are presented in this section too. In Section III, 
results based on computer simulations using MATLAB are 
presented; also the performance of using Log-MAP 
algorithm and SOVA are analyzed as well as other 
comparatively studied on various factors that influenced the 
coding performance.  Finally, conclusions are drawn in 
Section V. 
 

 
II. SYSTEM MODEL 

 
A. Turbo codes 
 
 Like all error correcting codes, Turbo codes work by 
imposing a structure on the transmitted bit sequence. If the 
received bit sequence does not match this known structure, 
the receiver knows an error has occurred. If the number of 
error is low enough and the structure is good enough, the 
receiver can determine which bits were received in error and 
reconstruct the correct sequence.  
  
 The difference between a Turbo code and conventional 
codes is the use of a recursive systematic encoder. 
Conventional, convolutional coders normally use a non-
recursive structure. By feeding one of the outputs back to 
the input, a recursive encoding structure is obtained. 
  
 For moderate to large code length, turbo code with 
pseudo random interleaver shows best performance close to 
the Shannon limit, as long as the desired BER is not 
substantially lower than 10-5 [9]. Maximum likelihood 
decoding of turbo codes is not feasible due to interleaving. 
Therefore, Berrou et al. [1], [2] proposed an iterative 
decoding scheme for Turbo codes with relative low 
complexity, which seems to be “near maximum likelihood”. 
It requires soft-in/soft-out constituent decoders.  
  
 Iteratively, each constituent code is decoded individually 
using channel information of the systematic code word part 
and of the parity code word part belonging to this 
constituent code. Channel information of punctured parity 
symbols is inserted in such a way that the transition 
probabilities are equal for both binary symbols. Additional 
to the channel information, each constituent decoder takes 
into account extrinsic information of the data symbols 
generated by the other decoder.  
  
 Feeding forward extrinsic information is the key point in 
turbo decoding. Extrinsic information represents reliability 
information of a data symbol exclusively due to the channel 
information as well as the a priori information of all other 
code symbols and the constraints of the constituent code. In 
the subsequent decoding of the other constituent code 

extrinsic information is used as a priori information on the 
data symbols. The iteration stops if a given number of 
decoding steps is reached or a specified criterion indicates 
sufficient reliability of the decoding decision [9]. Thereby, 
decoding step means the individual decoding procedure for 
one constituent code. 
 
B. Turbo Encoder 
 

Two Recursive Systematic Convolutional (RSC) encoders 
are arranged in parallel, to construct a turbo encoder. The 
encoders are combined with a random interleaver, together 
with a puncturing block, as seen in Fig. I.  
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Fig.I: A turbo encoder 
 
Data bits information message is denoted as dk. The 

encoder E1 operates on the input bits in their original order, 
while the encoder E2 operates on the input bits as permuted 
by the interleaver. These sequences are modulated and sent 
through the channel. 

 
Puncturing technique is used to improve the rate of the 

code. The puncturing selection process is performed by 
periodically eliminating one or more of the outputs 
generated by the constituent RSC encoders. The parity bits 
generated by these two encoders can be alternately 
eliminated so that the redundant bit of the first encoder is 
first transmitted, eliminating that of the second decoder, and 
in the following time instant the redundant bit of the second 
encoder is transmitted, eliminating that of the first.  

 
The excellent BER performance of these codes is 

enhanced when the length of the interleaver is significantly 
large. The interleaving block, and its corresponding de-
interleaver in the decoder, does not much increase the 
complexity of a turbo scheme, but it does introduce a 
significant delay in the system, which in some cases can be 
a strong drawback, depending on the application. The RSC-
generated convolutional codes are comparatively simple, but 
offer excellent performance when iteratively decoded using 
soft-input–soft-output algorithms. 
 
 
 
 



  

C. Turbo Decoder 
 

The Turbo decoder is built in the similar way as the turbo 
encoder. Two elementary decoders are interconnected to 
each other, but in serial way, not parallel. An iterative 
decoding is proposed in [1], [2] which is basically a 
modification of the Bahl decoding algorithm [9]. The 
modification is necessary due to the recursive nature of the 
encoders. This algorithm differs from the Viterbi algorithm 
[10], where this algorithm produces soft outputs while the 
former algorithm produces hard outputs. Thus instead of 
outputting only 0 or 1, the output range is continuous and is 
a measure of log-likelihood ratio of every bit estimate.  

Block diagram in Fig. II shows the iterative feedback 
scheme in a turbo decoder.!

!
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Fig. II: Turbo decoder 

 
The inputs to decoder 1 are the kth systematic bit xk, the 

redundant encoding information y1k, and a third ‘a priori’ 
input zk, which accepts feedback information from decoder 
2. Decoder 2 accepts information from decoder 1, which it 
cannot derive from its own redundant input y2k. Then, 
decoder 2 makes final decision based on this cumulative 
information for any bit.!!
 
D. Decoding Algorithms 
 

The decoding algorithms are divided into two different 
families. The family is categorized based on the trellis-based 
detection algorithm. A Viterbi algorithm (VA) is using the 
sequence detection to accept and produce the a priori 
probabilities (APP) data in Soft-Input/Soft-Output. The 
conventional VA was introduced for convolutional codes 
[3]. As for Turbo codes which involves the parallel 
concatenates convolutional code, some modification and 
improvement have been made and referred as Soft Output 
Viterbi Algorithm (SOVA).  
 

The symbol detection procedure has been used to decode 
the Turbo codes in Maximum A Posteriori (MAP) family. 
This family of decoding algorithms includes MAP which is 
the optimal method that produces the APP information, its 
additive form, Log-MAP, and its suboptimal form, Max-
Log-MAP. According to the previous performance analysis 
[14], the Log-MAP algorithm is a transformation of MAP 
which has equivalent performance in practical 
implementation. The performance is better compared to the 
Max-Log-MAP algorithms. Even though the Max-Log-
MAP algorithm was designed for easy implementation, the 
performance suffers especially at the low signal-to-noise 
region. 

  
 Since Log-MAP performs better than Max-Log-MAP and 
more suited to parallel concatenates, only Log-MAP and 
SOVA are used as the decoding algorithms to evaluate the 
performance. 
 
E.  ARQ Protocols 
 
 As mentioned in the previous section, the most popular 
ARQ protocols are stop-and wait, go-back-N and selective 
repeat. In this paper, we present the performance of hybrid 
ARQ which implies stop and wait protocols.  
 
i) Stop-and-wait 
 In Stop and Wait (SW) ARQ protocol, the transmitter 
continues transmit the packets only when the previously 
transmitted packet has been successfully acknowledged. 
Hence, after transmit a packet, the transmitter waits for its 
acknowledgement. Once its acknowledgement has been 
received, the next packet is transmitted. However, if an 
acknowledgement does not arrive until a timeout timer 
expires, the packet is retransmitted. Therefore, in SW there 
is never more than a single packet that is unacknowledged at 
any given instant of time. Since the transmitter does not use 
the available channel during time intervals it waits for an 
ACK, the maximum data transfer rate that can be supported 
is limited.  
 
ii) Go-Back-N 
 When Go-Back-N (GBN) is employed, packets are 
transmitted continuously. However, at the receiver, the 
packets are only accepted in the order in which they were 
transmitted. Packets received out of sequence are discarded 
and not acknowledged. Since the receiver accepts packets 
only in-sequence, after a timeout, the transmitter retransmits 
the packet that timed out and all packets with sequence 
numbers that follow the one that was retransmitted. Hence, 
each time a timeout occurs all packets that are yet to be 
acknowledged are retransmitted.  
 
iii) Selective Repeat  
 Unlike SW, when using Selective Repeat (SR), packets, if 
available, are transmitted continuously at the transmitter. As 
before, the receiver acknowledges each successfully 
received packet by transmitting an ACK bearing the 
sequence number of the packet being acknowledged. If an 
acknowledgement is not received for a packet before the 
expiration of the timeout, the packet is retransmitted. Once a 
packet has been retransmitted the transmitter resumes 
transmission of packets from where it left off, i.e., if ‘a’ is 
the packet with the largest sequence number that has been 
transmitted, packet with sequence number ‘a+1’ is 
transmitted next (assuming that no other timers have expired 
in the meantime). Observe that when SR is employed 
packets can be accepted out of sequence. Hence, packets 
received out of sequence have to be buffered and sequenced 
before they can be delivered. 
 
F. HARQ type I using Turbo codes 
 
 In this paper, the performance of hybrid ARQ based on 
Turbo-codes has been evaluated. The objective for the 



  

implementation of the system is to detect the error burst, 
discard the affected packets or frames, and request a 
retransmission.  
 
 A hybrid ARQ system consists of an FEC subsystem 
contained in an ARQ system. In this paper, the FEC is 
Turbo codes while the ARQ is SW protocol. Fig. III shows 
the state diagram of the system. Source data will be broken 
up into packets. These packets have to be encoded at the 
CRC and FEC encoder, consequently. Purpose of CRC is to 
detect error at the receiver end while FEC is responsible to 
correct error before passes to the CRC to re-check the 
received packets.  

 
 

Fig. III: State diagram for a Type I hybrid ARQ. 
 
 If CRC detects any error in the received packets, the 
receiver will request for retransmission of the same packets. 
The retransmissions in this scheme are limited to three times 
to reduce delay.  
 

III. SIMULATION RESULTS AND DISCUSSIONS 
 
 In this section, we investigate the performance of HARQ 
scheme using Turbo codes in term of bit error rate (BER) 
and bit energy to noise ratio spectral density (Eb/N0) through 
MATLAB simulations.  The algorithm for this proposed 
scheme has been designed based on the state diagram in Fig 
3. Modulation scheme applied in this simulation is BPSK. 
AWGN model acts as noise model in this simulation. The 
punctured (r=1/2) and unpunctured (r=1/3) codes are 
considered to show the effects of puncturing process on 
BER performance. 
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Fig. IV: Performance of Harq for SOVA and LogMAP with code rate, 

r=1/2 

Fig. IV and Fig. V depict the performances comparison 
between Log MAP and SOVA decoding algorithm in the 
HARQ scheme using turbo codes.  It shows that for both 
punctured and unpunctured code rate, the Log MAP 
outperform SOVA approximately 0.5dB at BER of 10-3.5.  
Since Log-MAP performs better than SOVA and more 
suited to parallel concatenates, only Log-MAP is used as the 
decoding algorithms to equate the study of influenced 
parameters performance. The simulation results proved the 
reported previous works [4], [5], [12], [17] and [19]. 
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Fig V: Performance of Harq FOR SOVA  and  LogMAP with code rate, 
r=1/3 

 
   

 Fig. VI and VII depict the performances comparison for 
both R=1/2(punctured) and 1/3(unpunctured) with different 
number of iteration up to 5. The performance of Turbo code 
is also included in both simulations which were obtained 
from previous research, done by [5].  The results show that 
the highest value of iteration (I=5) have the lowest BER, 
approximately 10-4 at Eb/No=1.5dB in HARQ scheme. 
However, when compared to the Turbo scheme from the 
previous work by [5], at Eb/No = 1.5dB, the BER=10-2.7[5]. 
From Fig. VI and Fig. VII, it is proven that the proposed 
scheme shows better performance than a single turbo code.  
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Fig.VI: Performance of Harq vs Turbo code with various iterations, r=1/2 
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Fig. VII: Performance of Harq vs Turbo code with various iterations=1/3 
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Fig. VIII: Performance of Harq with different size of data 

 
We observed that different sizes of data did not give 

much impact on BER performance at Eb/No=1dB  as shown 
in Fig. VIII. However, it can also be observed that, the 
performance of the unpunctured code rate improved with 
lower BER and Eb/No when the frame size is reduced.  

 Apparently, the performance of the proposed scheme is 
much better for unpunctured code rate(r=1/3) as compared 
to the punctured code rate(r=1/2) with the difference of 
Eb/No approximately 0.5 dB at BER = 10-3. 
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Fig. IX: Performance of  Harq with different constraint length for r=1/2 

Performance of R=1/3 HARQ – Turbo : influence of constraint 
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Fig. X: Performance of Harq with different constraint length for r=1/3 

 
Fig. IX and Fig. X depict the performance comparisons of 

different constraint length, K = 3, 4 and 5.  With all the 
simulations performed earlier, the parameters are chosen to 
achieve optimum efficiency.  By choosing 400 information 
bits and AWGN channel, will simulate the wireless 
environment. The frame size is chosen closed to the CDMA 
applications (200 bits). The simulation is carried out using 
punctured and unpunctured codes to  show the effects of 
puncturing process on BER performance with  number of 
iterations=4 

We observed that, K=5 depicts the best performance 
when compared to K = 3 and 4 in this proposed scheme.   
The performance of the punctured and unpunctured shows 
that the BER for unpunctured for all the Ks outperform the 
punctured code. 

 
IV. CONCLUSIONS 

 
 This paper presented the results obtained from simulating 
the performance of HARQ type 1 using Turbo codes. By 
varying the parameters, a detailed summary was undertaken 
with the following important outcome: 
• The combination of HARQ type 1 using Turbo (FEC) codes 

shows a better performance as compared to the FEC alone. 
• Log-MAP decoding algorithm showed to have a better 

performance than the SOVA algorithms in terms of 
reducing bit error rate. 

• The HARQ type 1 using Turbo codes performance has 
significant influenced by puncturing the parity bits to the 
encoder. Unpunctured codes with the lower code rate (rate 
=

3
1 ) lead to a better performance than punctured codes.   

• The increase of iteration numbers will increase the 
performance of the HARQ type 1 using Turbo codes.  
Hence, as the number of iteration increased, the 
performance of this scheme improved with lower BER and 
Eb/No. 

• With the same number of iteration and code length, the 
performance of HARQ type 1 using Turbo (FEC) 
outperform the performance of Turbo codes only. 

• The HARQ type 1 using Turbo code shows 



  

insignificant performance on different sizes of frame.  
However, the unpunctured code shows significant 
improvement in BER when compared to the punctured 
codes. 

• Increase of the constraint length K, which composed 
from the generator matrices, contributes to better 
performance in both punctured and punctured codes. 

 

V. FUTURE WORKS 
 

The HARQ type 1 using Turbo codes proved to have a 
good performance for the AWGN fading channel as 
compared to the turbo codes alone. Thus, future work will 
include: 
1. The effect of noise and multipath fading channels such 

as Rayleigh Fading, Rician Fading and Nakagami 
Fading channels can be determined using the MATLAB 
simulations.  

2. To look into the performance of Hybrid Turbo codes 
with ARQ type 1 in OFDMA environment for the 
WiMax application. 

3. Channel equalization techniques can also aid to mitigate 
inter-symbol interference in order to improve the 
performance of the system. 

4. The various designed of interleaver can also be applied 
for next development to analyze the HARQ type 1 
using Turbo codes performance. 

5. To look into the performance of Hybrid Turbo codes 
with ARQ type 2 and 3 in wireless environment. 
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