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Abstract—In this paper, two kinds of fuzzy approaches are proposed for not only multiobjective stochastic linear programming problems, but also multiobjective fuzzy random linear programming problems through a probability maximization model. In a probability maximization model, it is necessary for the decision maker to specify permissible values of objective functions in advance, which have a great influence on the corresponding distribution function values. In our proposed methods, the decision maker does not specify permissible values of objective functions, but sets his/her membership functions for permissible values. By assuming that the decision maker adopts the fuzzy decision as an aggregation operator of fuzzy goalsting the original objective functions and distribution functions, a satisfactory solution of the decision maker is easily obtained based on linear programming technique.

Index Terms—multiobjective stochastic linear programming, multiobjective fuzzy random linear programming, fuzzy decision, a probability maximization model.

I. INTRODUCTION

In the real world decision making situations, we often have to make a decision under uncertainty. In order to deal with decision problems involving uncertainty, stochastic programming approaches and fuzzy programming approaches have been developed. In stochastic programming approaches, two stage problems [3] and chance constrained programming models [1] have been investigated in various ways, and they were extended to multiobjective stochastic programming problems [11], [14]. In fuzzy programming approaches, various types of fuzzy programming problems have been formulated and investigated [8], [10], [17]. As a natural extension, multiobjective fuzzy programming technique first proposed by Zimmermann [16], and many methods have been proposed [12], [17].

From a different point of view, mathematical programming problems with fuzzy random variables have been proposed [6], [9], [15], whose concept includes both probabilistic uncertainty and fuzzy one simultaneously. Since such fuzzy random programming problems are usually ill-defined, it is necessary to utilize not only stochastic programming technique but also fuzzy programming technique to construct a decision making model.

Recently, in order to deal with probabilistic uncertainty and fuzzy one simultaneously, the hybrid approaches of stochastic programming and fuzzy programming have been proposed [5]. Especially, Sakawa et al. [13] proposed an interactive method for multiobjective fuzzy linear programming problem with random variable coefficients. Katagiri et al. [7] proposed an interactive method for multiobjective linear programming problem with fuzzy random variable coefficients. They also adopted a probability maximization model to transform stochastic programming problems into well-defined mathematical programming ones. However, using a probability maximization model, it is necessary that, in advance, the decision maker specifies permissible levels for objective functions in his/her subjective manner. It seems to be very difficult to specify such values in advance, because there exist conflicts among permissible levels and the corresponding distribution function values.

From such a point of view, in this paper, assuming that the decision maker adopts the fuzzy decision to integrate membership functions, two types of fuzzy approaches are proposed for both multiobjective fuzzy linear programming problem with random variable coefficients and fuzzy random variable coefficients. In section 2, a fuzzy approach is proposed for multiobjective fuzzy linear programming problem with random variable coefficients. In section 3, a fuzzy approach is proposed for multiobjective fuzzy linear programming problem with fuzzy random variable coefficients. Section 4 provides a numerical example to demonstrate the proposed fuzzy approach for multiobjective fuzzy linear programming problem with fuzzy random variable coefficients. Finally, in section 5, we conclude this paper.

II. A FUZZY APPROACH FOR MULTIOBJECTIVE STOCHASTIC LINEAR PROGRAMMING PROBLEMS

In this section, we focus on multiobjective programming problem involving random variable coefficients in objective functions. Such a problem can be formally formulated as follows.

\[ \min_{x \in X} \sum_{i=1}^{k} \rho_i(x) = (\tau_1(x), \ldots, \tau_k(x)) \]  \hspace{1cm} (1)

where \( x = (x_1, x_2, \ldots, x_n) \) is an \( n \) dimensional decision variable column vector, \( \tau_i(x) = \alpha_i x + \beta_i, \) \( i = 1, \ldots, k, \) are objective functions involving random variable coefficients, \( \alpha_i, \) is a \( n \) dimensional random variable coefficient vector expressed by \( \alpha_i = \alpha_i^1 + \alpha_i^2 \), where \( \alpha_i^1 \) is a random variable, \( \alpha_i^2 \) is a random variable row vector expressed by \( \alpha_i^2 = \alpha_i^2_1 + \alpha_i^2_2. \) In the following, we assume that \( \tau_i(x) \) is a distribution function of a random variable \( T_i, \) which is strictly monotone increasing and continuous. \( X \) is a linear constraint set with respect to \( x. \)
Since MOSP1 contains random variable coefficients in objective functions, mathematical programming techniques cannot be directly applied. In order to deal with such multiobjective stochastic programming problems, we make use of a probability maximization model, which aims to maximize the probability that each objective function $z_i(x)$ is less than or equal to a certain permissible objective level $f_i$. Such a probability $p_i(x, f_i)$ can be defined as follows.

$$p_i(x, f_i) \overset{\text{def}}{=} \Pr(\omega | z_i(x, \omega) \leq f_i), i = 1, \ldots, k$$

(2)

where $\Pr(\cdot)$ denotes a probability measure, $\omega$ is an event, and $z_i(x, \omega)$ is a realization of the random objective function $z_i(x)$ under the occurrence of each elementary event $\omega$. The decision maker subjectively specifies a certain permissible objective level $f_i$ for each objective function $z_i(x, \omega)$. Let us denote a $k$ dimensional vector of certain permissible objective levels as $f = (f_1, \ldots, f_k)$.

Then, MOSP1 can be transformed into the traditional multiobjective programming problem MOP1($f$), where probability functions $p_i(x, f_i), i = 1, \ldots, k$ are adopted as objective functions instead of $z_i(x, \omega)$, and each of them is maximized.

**[MOP1($f$)]**

$$\max_{x \in X} (p_1(x, f_1), \ldots, p_k(x, f_k)) \quad (3)$$

Under the assumption that $c_i^2 x + \alpha_i^2 \geq 0, i = 1, \ldots, k$ for any $x \in X$, using distribution functions $T_i(\cdot), i = 1, \ldots, k$ we can rewrite the objective function $p_i(x, f_i)$ as the following form.

$$p_i(x, f_i) = \Pr(\omega | z_i(x, \omega) \leq f_i) = \Pr(\omega | c_i(\omega)x + \alpha_i(\omega) \leq f_i) = \Pr(\omega | t_i(\omega) \leq f_i - \frac{c_i^2 x + \alpha_i^2}{c_i^2 x + \alpha_i^2}) = T_i \left( f_i - \frac{c_i^2 x + \alpha_i^2}{c_i^2 x + \alpha_i^2} \right)$$

In order to deal with MOP1($f$), we consider the feasible region $P(f) = \{(p_1(x, f_1), \ldots, p_k(x, f_k)) \in \mathbb{R}^k | x \in X\}$. In the feasible region $P(f)$, we can define Pareto optimal solution to MOP1($f$).

**Definition 1.**

$x^* \in X$ is said to be a Pareto optimal solution to MOP1($f$), if and only if there does not exist another $x \in X$ such that $p_i(x, f_i) \geq p_i(x^*, f_i), i = 1, \ldots, k$, with strict inequality holding for at least one $i$.

Sakawa et al. [13] formulated a probability maximization model for MOSP1, and proposed an interactive method to obtain the satisfactory solution of the decision maker. In their interactive method, after the decision maker specifies permissible objective levels $f_i, i = 1, \ldots, k$ for each objective function $z_i(x, \omega)$, the candidate of the satisfactory solution is obtained from among M-Pareto optimal solution set which is Pareto optimal solutions in membership space. However, in general, the decision maker seems to prefer not only the less value of permissible objective level $f_i$, but also the larger value of probability function $p_i(x, f_i)$. Since these values conflict with each other, the less values of permissible objective level $f_i$ results in the small value of probability function $p_i(x, f_i)$. From such a point of view, we consider the following multiobjective programming problem which can be regarded as a natural extension of MOP1($f$).

**[MOP2]**

$$\max_{x \in X, f_i \in [1, \ldots, k]} (p_1(x, f_1), \ldots, p_k(x, f_k), -f_1, \ldots, -f_k) \quad (4)$$

Considering the imprecise nature of the decision maker’s judgment, it is natural to assume that the decision maker have fuzzy goals for each objective function in MOP2. In this section, it is assumed that such fuzzy goals can be quantified by eliciting the corresponding membership functions. Let us denote a membership function of probability function $p_i(x, f_i)$ as $\mu_{p_i}(p_i(x, f_i))$, and a membership function of permissible objective level $f_i$ as $\mu_f(f_i)$ respectively. Then, MOP2 can be transformed as the following multiobjective programming problem.

**[MOP3]**

$$\max_{x \in X, f_i \in [1, \ldots, k]} (\mu_{p_1}(p_1(x, f_1)), \ldots, \mu_{p_k}(p_k(x, f_k)), \mu_{f_1}(f_1), \ldots, \mu_{f_k}(f_k)) \quad (5)$$

Throughout this section, we make the assumption that $\mu_{f_i}(f_i), i = 1, \ldots, k$ are strictly monotone decreasing and continuous with respect to $f_i$, and $\mu_{p_i}(p_i(x, f_i)), i = 1, \ldots, k$ are strictly monotone increasing and continuous with respect to $p_i(x, f_i)$.

For example, we can define the domain of $\mu_{p_i}(p_i(x, f_i))$ as follows. Considering the individual minimum and maximum of $E(z_i(x))$, the decision maker subjectively specifies the sufficiently satisfactory maximum value $f_{\text{min}}$ and the acceptable minimum value $f_{\text{max}}$. Then, the domain of $\mu_{f_i}(f_i)$ is defined as:

$$F_i = [f_{\text{min}}, f_{\text{max}}].$$

(6)

Corresponding to the domain $F_i$, denote the domain of $\mu_{p_i}(p_i(x, f_i))$ as:

$$P_i(F_i) = [p_{\text{min}}, p_{\text{max}}].$$

(7)

$p_{\text{max}}$ can be obtained by solving the following problem.

$$p_{\text{max}} = \max_{x \in X} p_i(x, f_{\max}) \quad (8)$$

It should be noted here that the above problem is equivalent to the following linear fractional programming problem [2] because distribution function $T(\cdot)$ is strictly monotone increasing and continuous.

$$\max_{x \in X} \frac{f_{\text{max}} - \frac{c_i^2 x + \alpha_i^2}{c_i^2 x + \alpha_i^2}}{f_{\text{max}} - \frac{c_i^2 x + \alpha_i^2}{c_i^2 x + \alpha_i^2}} \quad (9)$$

On the other hand, in order to obtain $p_{\text{min}}$, we first solve $\max_{x \in X} p_i(x, f_{\min})$, and denote the corresponding optimal solution as $x_i$. Using the optimal solutions $x_i, i = 1, \ldots, k$, $p_{\text{min}}$ can be obtained as follows.

$$p_{\text{min}} = \min_{\ell = 1, \ldots, k, \ell \neq i} p_i(x_{\ell}, f_{\text{min}}) \quad (10)$$

If the decision maker adopts the fuzzy decision as aggregation operator for MOP3, the satisfactory solution is obtained by solving the following maxmin problem.

**[MAXMIN1]**

$$\max_{x \in X, f_i \in [1, \ldots, k], \lambda \in [0,1]} \lambda \quad (11)$$

subject to

$$\mu_{p_i}(p_i(x, f_i)) \geq \lambda, i = 1, \ldots, k \quad (12)$$

$$\mu_f(f_i) \geq \lambda, i = 1, \ldots, k \quad (13)$$
Then, MAXMIN1 is equivalently transformed into the following theorem.

Theorem 1. If \(\alpha_1 \in F\) is a fuzzy number whose membership function is defined as a continuous and strictly monotone decreasing continuous function satisfying \(0 \leq \alpha_1 \leq 1\), and the constraint \((\alpha_1 \geq 1, k)\) holds that \(f_1(\alpha_1, k)\) is a fuzzy number whose membership function is defined as a continuous and strictly monotone decreasing continuous function satisfying \(0 \leq \alpha_1 \leq 1\), and the constraint \((\alpha_1 \geq 1, k)\) holds.

\[
\begin{align*}
&\text{maximize} & & f_1(x), \\
&\text{subject to} & & f_2(x), \\
& & & f_3(x), \\
& & & \ldots, \\
& & & f_m(x), \\
& & & x \in X.
\end{align*}
\]

where \(f_1(x), f_2(x), \ldots, f_m(x)\) are continuous and strictly monotone decreasing functions with respect to \(x\), respectively. Moreover, from the constrained optimization problem (12), it holds that \(f_1(x)\) is a fuzzy number whose membership function is defined as a continuous and strictly monotone decreasing function satisfying \(0 \leq \alpha_1 \leq 1\), and the constraint \((\alpha_1 \geq 1, k)\) holds.

According to the assumption for \(f_1(x), f_2(x), \ldots, f_m(x)\), a fuzzy number whose membership function is defined as a continuous and strictly monotone decreasing function satisfying \(0 \leq \alpha_1 \leq 1\), and the constraint \((\alpha_1 \geq 1, k)\) holds.

\[
\begin{align*}
&\text{maximize} & & f_1(x), \\
&\text{subject to} & & f_2(x), \\
& & & f_3(x), \\
& & & \ldots, \\
& & & f_m(x), \\
& & & x \in X.
\end{align*}
\]

where \(f_1(x), f_2(x), \ldots, f_m(x)\) are continuous and strictly monotone decreasing functions with respect to \(x\), respectively. Moreover, from the constrained optimization problem (12), it holds that \(f_1(x)\) is a fuzzy number whose membership function is defined as a continuous and strictly monotone decreasing function satisfying \(0 \leq \alpha_1 \leq 1\), and the constraint \((\alpha_1 \geq 1, k)\) holds.
Definition 2.

$x^* \in X$ is said to be a Pareto optimal solution to $MOP5(h)$, if and only if there does not exist another $x \in X$ such that $p_i(x, h_i) \geq p_i(x^*, h_i)$, $i = 1, \ldots, k$, with strict inequality holding for at least one $i$.

Katagiri et al. [7] proposed an interactive method to obtain a satisfactory solution from among Pareto optimal solution set to $MOP5(h)$, where permissible values of possibility measure $h = (h_1, \ldots, h_k)$ must be set in advance by the decision maker in his/her subjective manner. However, in general, the decision maker seems to prefer not only the larger value of permissible value of possibility measure $h_i$ but also the larger value of probability function $p_i(x, h_i)$. From such a point of view, we consider the following multiobjective programming problem which can be regarded as a natural extension of $MOP5(h)$.

$\max_{x \in X, h \in [0,1]} \{ p_1(x, h_1), \ldots, p_k(x, h_k) \}$

(24)

Similar to the previous section, we assume that the decision maker has fuzzy goals for $p_i(x, h_i), i = 1, \ldots, k$, and such fuzzy goals can be quantified by eliciting the corresponding membership functions $\mu_{p_i}(p_i(x, h_i))$. Then $MOP6$ can be replaced by the following form.

$\max_{x \in X, h \in [0,1]} \{ \mu_{p_1}(p_1(x, h_1)), \ldots, \mu_{p_k}(p_k(x, h_k)) \}$

(25)

Throughout this section, we assume that $\mu_{p_i}(p_i(x, h_i)), i = 1, \ldots, k$ are strictly monotone increasing and continuous with respect to $p_i(x, h_i)$.

For example, we can define the domain of $\mu_{p_i}(p_i(x, h_i))$ as follows. Considering the individual minimum and maximum of $E(\bar{d})x$, the decision maker subjectively specifies the sufficiently satisfactory maximum value and the acceptable minimum value for the original objective functions in $MORFLP$, and defines membership function $\mu_{G_i}(y)$. For the possibility measure $\mu_{G_i}(y)$, the decision maker subjectively specifies the sufficiently satisfactory maximum value $h_{\text{imax}}$ and the acceptable minimum value $h_{\text{imin}}$. Then, the interval for permissible value $h_i$ is defined as:

$H_i = [h_{\text{imin}}, h_{\text{imax}}].$

(26)

Corresponding to the interval $H_i$, let us denote the domain of $\mu_{p_i}(p_i(x, h_i))$ as:

$P_i(H_i) = [p_{i\text{min}}, p_{i\text{max}}].$

(27)

$p_{i\text{max}}$ can be obtained by solving the following problem.

$p_{i\text{max}} = \max_{x \in X} p_i(x, h_{\text{imin}}).$

(28)

In order to obtain $p_{i\text{min}}$, we first solve $\max_{x \in X} p_i(x, h_{\text{imax}}), i = 1, \ldots, k$, and denote the optimal solution as $x_i$. Using the optimal solutions $x_i, i = 1, \ldots, k$, we can obtain $p_{i\text{min}}$ as follows.

$p_{i\text{min}} = \min_{x \in X} p_i(x, h_{\text{imax}}).$

(29)

If the decision maker adopts the fuzzy decision as an aggregation operator for $MOP7$, a satisfactory solution is obtained by solving the following maximin problem.

$\max_{x \in X, h \in H, i = 1, \ldots, k, \lambda \in [0,1]} \lambda$

(30)
subject to
\[
\mu_{p_i}(p_i(x, h_i)) \geq \lambda, \quad i = 1, \ldots, k \tag{31}
\]
\[
h_i \geq \lambda, \quad i = 1, \ldots, k \tag{32}
\]

Since there exist pseudo-inverse functions \(\mu_{p_i}^{-1}(\cdot)\) and \(T_i^{-1}(\cdot)\) with respect to \(\mu_{p_i}(\cdot)\) and \(T_i(\cdot)\), the constraints (31) can be transformed as:

\[
\mu_{p_i}(p_i(x, h_i)) \geq \lambda \iff p_i(x, h_i) \geq \mu_{p_i}^{-1}(\lambda),
\]

\[
T_i \left( \frac{\mu_{G_i}^{-1}(h_i) - (d_i^1 x - L^{-1}(h_i)\alpha_i^1 x)}{d_i^2 x - L^{-1}(h_i)\alpha_i^2 x} \right) \geq \mu_{G_i}^{-1}(\lambda),
\]

\[
\mu_{G_i}^{-1}(h_i) \geq \left( d_i^1 x - L^{-1}(h_i)\alpha_i^1 x \right) + T_i^{-1}(\mu_{p_i}^{-1}(\lambda)) \cdot \left( d_i^2 x - L^{-1}(h_i)\alpha_i^2 x \right)
\]

\[
\mu_{G_i}^{-1}(h_i) \geq \left( d_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))d_i^2 x \right)
\]

\[
- L^{-1}(h_i)(\alpha_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))\alpha_i^2 x) \geq \mu_{G_i}^{-1}(\lambda)(\alpha_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))\alpha_i^2 x)
\]

(33)

On the other hand, because of the constraint (32), it holds that \(\mu_{G_i}^{-1}(h_i) \leq \mu_{G_i}^{-1}(\lambda) \leq L^{-1}(h_i) \leq L^{-1}(\lambda)\). Since it is guaranteed that \((\alpha_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))\alpha_i^2 x) > 0\), the right hand side of the constraint (33) can be transformed as the following form.

\[
\left( d_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))d_i^2 x \right)
\]

\[
- L^{-1}(h_i)(\alpha_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))\alpha_i^2 x) \geq \left( d_i^1 x - L^{-1}(h_i)\alpha_i^1 x \right)
\]

\[
- L^{-1}(\lambda)(\alpha_i^1 x + T_i^{-1}(\mu_{p_i}^{-1}(\lambda))\alpha_i^2 x)
\]

\[
= \left( d_i^1 x - L^{-1}(\lambda)\alpha_i^1 x \right)
\]

\[
+ T_i^{-1}(\mu_{p_i}^{-1}(\lambda)) \cdot (d_i^2 x - L^{-1}(\lambda)\alpha_i^2 x)
\]

\[
(34)
\]

From the inequalities (33) and (34), the following inequality can be easily obtained.

\[
\mu_{G_i}^{-1}(\lambda) \geq \mu_{G_i}^{-1}(h_i) \geq \left( d_i^1 x - L^{-1}(\lambda)\alpha_i^1 x \right)
\]

\[
+ T_i^{-1}(\mu_{p_i}^{-1}(\lambda)) \cdot (d_i^2 x - L^{-1}(\lambda)\alpha_i^2 x)
\]

As a result, MAXMIN3 can be transformed into MAXMIN4 where permissible degrees of possibility measure \(h_i, i = 1, \ldots, k\) have disappeared.

\[
\text{MAXMIN}4:
\]

\[
\max_{x \in X, 0 \leq \lambda \leq 1} \lambda
\]

subject to

\[
\mu_{G_i}^{-1}(\lambda) \geq \left( d_i^1 x - L^{-1}(\lambda)\alpha_i^1 x \right)
\]

\[
+ T_i^{-1}(\mu_{p_i}^{-1}(\lambda)) \cdot (d_i^2 x - L^{-1}(\lambda)\alpha_i^2 x),
\]

\[i = 1, \ldots, k \tag{36}
\]

It should be noted here that the constraints (36) can be reduced to a set of linear inequalities for some fixed value \(\lambda\). This means that an optimal solution \((x^*, \lambda^*)\) of MAXMIN4 is obtained by combined use of the bisection method with respect to \(0 \leq \lambda \leq 1\) and the first-phase of the two-phase simplex method of linear programming.

The relationship between the optimal solution \((x^*, \lambda^*)\) of MAXMIN4 and Pareto optimal solutions to MOP5 \((h)\) can be characterized by the following theorem.

**Theorem 2**.

If \((x^*, \lambda^*)\) is a unique optimal solution of MAXMIN4, then \(x^* \in X\) is a Pareto optimal solution of MOP5 \((\lambda^*)\), where \(\lambda^* = (\lambda^*, \ldots, \lambda^*)\).

(Proof)

Since an optimal solution \((x^*, \lambda^*)\) satisfies the constraints (36), it holds that

\[
\mu_{G_i}^{-1}(\lambda^*) \geq \left( d_i^1 x^* - L^{-1}(\lambda^*)\alpha_i^1 x^* \right)
\]

\[
+ T_i^{-1}(\mu_{p_i}^{-1}(\lambda^*)) \cdot (d_i^2 x^* - L^{-1}(\lambda^*)\alpha_i^2 x^*)
\]

\[
\iff T_i \left( \frac{\mu_{G_i}^{-1}(\lambda^*) - (d_i^1 x^* - L^{-1}(\lambda^*)\alpha_i^1 x^*)}{d_i^2 x^* - L^{-1}(\lambda^*)\alpha_i^2 x^*} \right) \geq \mu_{G_i}^{-1}(\lambda^*)
\]

\[
\geq \mu_{p_i}^{-1}(\lambda^*), i = 1, \ldots, k
\]

Assume that \(x^* \in X\) is not a Pareto optimal solution of MOP5 \((\lambda^*)\), where \(\lambda^* = (\lambda^*, \ldots, \lambda^*)\), then there exists \(x \in X\) such that

\[
p_i(x, \lambda^*_i) \geq p_i(x^*, \lambda^*_i) \geq \mu_{p_i}^{-1}(\lambda^*), i = 1, \ldots, k
\]

Then there exists \(x \in X\) such that

\[
\mu_{G_i}^{-1}(\lambda^*) \geq \left( d_i^1 x - L^{-1}(\lambda^*)\alpha_i^1 x \right)
\]

\[
+ T_i^{-1}(\mu_{p_i}^{-1}(\lambda^*)) \cdot (d_i^2 x - L^{-1}(\lambda^*)\alpha_i^2 x),
\]

\[i = 1, \ldots, k
\]

which contradicts the fact that \((x^*, \lambda^*)\) is a unique optimal solution of MAXMIN4.

**IV. Numerical Example**

In this section, in order to demonstrate the feasibility of our proposed method, we consider the following multigojective fuzzy random linear programming problem (MOFRLP) which was formulated by Katagiri et al. [7].

\[
\text{MINFRLP}:
\]

\[
\min_{x \in X} \tilde{c}_1 x \geq \tilde{c}_{11} x_1 + \tilde{c}_{12} x_2 + \tilde{c}_{13} x_3
\]

\[
\min_{x \in X} \tilde{c}_2 x \geq \tilde{c}_{21} x_1 + \tilde{c}_{22} x_2 + \tilde{c}_{23} x_3
\]

where \(X = \{x = (x_1, x_2, x_3) \mid 2x_1 + 6x_2 + 3x_3 \leq 150, 6x_1 + 3x_2 + 5x_3 \leq 175, 5x_1 + 4x_2 + 2x_3 \leq 160, 2x_1 + 3x_2 + 4x_3 \geq 90\}\), the parameters of fuzzy random number \(\tilde{c}_{ij}, i = 1, 2, j = 1, 2, 3\) are given in Table 1, and \(\tilde{T}_i, i = 1, 2\) are Gaussian random variables \(N(0, 1)\). By calculating \(\min_{x \in X} E(\tilde{d}_i x), i = 1, 2\) and \(\max_{x \in X} E(\tilde{d}_i x), i = 1, 2\).
the hypothetical decision maker sets his/her linear membership functions of fuzzy goals $G_i$, $i=1,2$ for the original objective functions in MOFRLP as follows.

$$
\mu_{G_1}(y_1) = \frac{96.42857 - y_1}{96.42857 - 75}
$$

$$
\mu_{G_2}(y_2) = \frac{(-285) - y_2}{(-285) - (-332.143)}
$$

For the elicited membership functions $\mu_{G_i}(y_i), i=1,2$, the hypothetical decision maker sets the intervals $H_i = [h_{imin}, h_{imax}], i=1,2$ as $[0.4, 0.75]$ and $[0.4, 0.75]$ respectively in his/her subjective manner. Then, using (28) and (29), the corresponding domains $P_i(H_i) = [p_{imin}, p_{imax}], i=1,2$ are calculated. The corresponding linear membership functions of fuzzy goals for $p_i(x, h_i), i=1,2$ in MOP5($h$) are obtained as follows.

$$
\mu_{P_1}(p_1(x, h_1)) = \frac{p_1(x, h_1) - 0.401066}{0.714968 - 0.401066}
$$

$$
\mu_{P_2}(p_2(x, h_2)) = \frac{p_2(x, h_2) - 0.213304}{0.812859 - 0.213304}
$$

For these membership functions $\mu_{P_i}(y_i), \mu_{G_i}(p_i(x, h_i)), i=1,2$, MAXMIN4 is formulated and solved by combined use of the bisection method with respect to $0 \leq \lambda \leq 1$ and the first-phase of the two-phase simplex method of linear programming. The optimal solution is obtained as $(x^*_1, x^*_2, x^*_3, \lambda^*) = (6.88984, 13.3390, 18.7288, 0.564271)$. Since two constraints for (36) are active at the optimal solution, we can get the following optimal values of the corresponding membership function.

$$
\mu_{P_1}(p_1(x^*, \lambda^*)) = 0.564271
$$

$$
\mu_{P_2}(p_2(x^*, \lambda^*)) = 0.564271
$$

$$
\mu_{G_1}(y_1^*) = 0.564271
$$

$$
\mu_{G_2}(y_2^*) = 0.564271
$$

where $y_i^* \text{ def } = \left( \begin{array}{c} d_1^2 x^* - L^{-1}(\lambda^*) x^1_1 x^2_2 x^3_3 + T_{i-1}(\mu_{P_i}(\lambda^*)) \\
(d_1^2 x^* - L^{-1}(\lambda^*) x^1_1 x^2_2 x^3_3) 
\end{array} \right), i=1,2$. At the optimal solution, the proper balance between the membership functions $\mu_{P_i}(p_i(x, \lambda)), i=1,2$ and $\mu_{G_i}(y_i), i=1,2$ in a probability maximization model is attained through the fuzzy decision.

V. CONCLUSION

In this paper, two kinds of fuzzy approaches are proposed to obtain a satisfactory solution of the decision maker, where the first one is for multiobjective stochastic linear programming problems, and the second one is for multiobjective fuzzy random linear programming problems. Both of them are formulated on the basis of a probability maximization model. In our proposed methods for such two kinds of multiobjective programming problems, it is not necessary that the decision maker specifies permissible levels in a probability maximization model. Instead of that, by adopting the fuzzy decision as an aggregation operator of fuzzy goals for both permissible levels and distribution functions, a satisfactory solution of the decision maker is easily obtained based on linear programming technique. Although a probability maximization model is one of the most efficient tool to transform stochastic programming problems into well-defined mathematical programming ones, appropriate permissible levels are not known for the decision maker in advance. In order to resolve such a problem, we have proposed fuzzy approaches for both multiobjective linear programming problems and multiobjective fuzzy random linear programming problems under the assumption that the decision maker adopts the fuzzy decision as an aggregation operator of fuzzy goals.
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