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Abstract—Two things are important in developing a fast, depth-first traversal of all vertexes in which, if the index

memory-efficient graph mining method that extracts character- of a vertex isk, the k-th and its subseque are
istic graph structures from Web pages and other tree-structured

data. One is tree patterns that can express the features of a Output. By taking to be ‘0" and|)| to be ‘1, the
graph structure and the other is data structures for tree patterns  ordered tree representation can be handled as a bit string.
and for representing tree-structured data. In this paper, we .first. Also proposed is supplementary data for an ordered tree
apply a depth-first unary degree sequence (DFUDS), which is represented by DFUDS that enables use of thek and
one succinct data structure for an ordered tree, as a succinct lect ti to t the t . tant ti Al t
data structure for tree patterns that express the features of a S¢/¢¢t Operations 1o tour ine tree in constant time. AImos
graph structure. We then propose a pattern matching algorithm Of l‘esu|tS abOUt succinct data structures are from theoret|ca|
that uses the DFUDS succinct data structure, to determine viewpoints. However, most recently, a few practical results
whether or not a given tree-structured data has features of gre known [1].
tree pattern. We also implement the proposed algorithm on a1y thig paper, in order to represent structural features of
computer and evaluate the algorithm by experiment. The results ¢ tructured ,d ta. firstl DEUDS
are reported and discussed. ree-structured data, firstly we propose a represen-
tation for an edge-labeled ordered trees based on a DFUDS
representation of an ordered tree presented by Benoit et alia
[2]. Then, we also propose an efficient matching algorithm
for solving the membership problem for tree patterns having
structural variables using the DFUDS representation of an
_ . _ edge-labeled tree as the data structure. The matching algo-
N recent years, with the rapid progress in networkgthm we describe here performs top down matching, but the
and information technology, Web documents and othg@fethod applied by Suzuki et alia performs bottom up. The

such material that does not have a clear structure andrdsults in this paper leads us to design fast and memory-
referred to as semi-structured data have become innumeraifficient tree mining tools for tree-structured data.

Semi-structured data that has a tree structure is called tl’ee'fhis paper is Organized as follows. In section Il, we de-

structured data, and can be represented by an ordered t&gfipe the tree structure that we deal with in this paper and the
To extract useful information from tree-structured data, ftee pattern which represents the structural features of edge-
is necessary to extract tree patterns that are common|dBeled ordered trees. In section I, we briefly describe the
tree-structured data (i.e., ordered trees). Moreover, to prespUDS representation for ordered trees proposed by Benoit
efficient tree mining tools, pattern matching algorithms fat alia. In section IV, we formulate the membership problem
determining whether or not given tree-structured data hﬁﬁ‘ edge_|abe|ed trees and propose a matching a|gorithm
features represented by given tree pattern are necessaryofOsolving it. In section V, the algorithm for solving the
be efficient. Suzuki et alia [13] have proposed a matchingembership problem is implemented on a computer. The test

algorithm for determining whether or not an edge-labele@suits for the implementation are reported and discussed.
ordered tree is generated by substituting all structural vagection VI concludes the paper.

ables in given edge-labeled ordered tree pattern with arbitrary
edge-labeled ordered trees. The aim of this paper is to present
more efficient pattern matching algorithm for edge-labeled
ordered tree patterns than Suzuki’s. Let ¥ andX denote finite alphabets with N X = (Z) Let

To reduce the memory required to store an ordered tréé, be the set of vertexes anl, C V; x (X U x) x V; be
succinct data structures for ordered trees have been propo§gdset of edges. For edge= (u,a,v) € E;, let character
12, [3], [4], [5], [7], [8], [9], [11]. As one succinct data @ € (XUx) be theedge labelof e. In particular, whem € x,
structure for an edge-labeled ordered tree, Ferragina et ali# avariable label ande is avariable. For variablee =
proposed thebw transform and a path search algorithm fofu, z, v), u is theparent port of e and,v is achild port of e.
an xbw transformed edge-labeled tree [4]. Using the xbiv= (Vz, E:) is called aedge-labeled term treeif ¢ has only
transform enables both compact storage of tree-structu@ee vertexu whose coming degree i and (V;, {{u,v} |
data and fast path search. As a succinct data structure fsra,v) € E:}) is a rooted tree having as its root. A edge-
an ordered tree, Benoit et alia proposed a depth-first undapeled term tree whose all children of all internal vertexes
degree sequenc®FUDS) representation [2]. The DFUDS are ordered is called aedge-labeled ordered term tree

representation uses a string of parentheses constructed thh@ ordered term trees of concern in this paper are assumed
to have all mutually different variables. Trees that have no
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International University, 555-36 Kurose-Gakuendai, Higashi-Hiroshima, Hi-
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I. INTRODUCTION

Il. TREEPATTERNS
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Fig. 1. Edge-labeled ordered term treend edge-labeled ordered tregs g1, g2, t = pd, whered = {X := [go, (r0,10)],Y = [g91, (11, 11)],.Z :=
[92, (2, 12)]}

For term treet and its vertexu, the tree consisting ofi (1) rank.(S,4) returns the number of occurrences of char-

and all of its descendants is calledsabtree of ¢ and is acterc in sub-sequencg0. . .1].
denoted ag[u]. In the same way, for edge = (u,a,v) of (2) select.(S,) returns the position of theth character
t, tle] denotes the tree consisting efand ¢[v]. For edge- from the beginning ofS.

labeled ordered term tre¢s= (V;, E;) and f = (Vy, E¢), if  When the context makes it cleaf,is omitted.

bijectionr : V; — V} that satisfies the following conditions There are many succinct data structures for fast computa-
(1)-(3) exists, thert and f areisomorphic, which is denoted tion of the rank function and theselect function [5], [12].

ast = f. For two childrenu’ andv” of vertexu of edge- One is the fully indexable dictionary=(D) [10]. The FID
labeled ordered term trel, u' <" «” denotes that in the is ann + o(n) bit data structure that allows theink and

ordering of the children ofi, v’ is lower thanu”. select functions to be calculated in constant time for a bit

(1) For anya € %, if and only if (u,a,v) € FE;, sequence of0,1} oflengthn with a word RAM model. The
(m(w),a,m(v)) € Ey. FID has a bit sequence of lengthand a supplementary data

(2) If and only if there isz € x for which (u,z,v) € E;, structure. The supplementary data structure is a table that
there isy € x for which (7 (u),y, 7(v)) € Ey. stores responses for all inputs in advance, considering the fine

(3) If and only if for vertexesu of ¢ and the two children division of the character sequence as the problem of small
o andu” of u, v <! v, w(u') <7fr(u) w(u'). size. The responses for any bit sequence of lergiibg n

Let variable labelz € y and letr be the root of an in a bit array of lengthm are at mosez'°¢" =/n, so all
edge-labeled ordered term treeand! the leaf ofg. Then, responses can be stored i/a-polylog(n))bit table, which
x = [g,(r,1)] is the binding of = and a finite set of can be searched in constant time. That area can be reduced
variable label bindings is substitution. A new edge-labeled when there are few "1’ inS. For a character sequence that
ordered term treg’ can be obtained by applying substitutiorcontainsm '1’, there is alog () + O(nloglogn/logn) =
0 = {xo := [90,(T0,10)]---»%n = [gn, (Tn,1,)]} to an mlog - + O(m) + O(nloglogn/logn) bit data structure
edge-labeled ordered term tree= (V,, E,) in the following for which therank and select functions can be calculated
way. A new edge-labeled ordered term tyeean be obtained in constant time. Ifim = O(n/logn) bits, the size of that

by regardingw, to be the same as; and w; to be the data structure become&3(n loglogn/logn).
same asl; in edgee = (wo,z;,w;) that has variable Therank andselect functions can be expanded to a func-

label z;, and exchanging them for ea¢h< i < n. The tion for obtaining the number of occurrences and positions
resultant edge-labeled ordered term trgds denoted by Of a character sequence pattern. Consider the representation
g6. Edge-labeled ordered treein Fig. 1 can be obtained of an ordered tree of: vertexes that allows execution

by applying substitutiord = {X := [go, (r0,l0)],Y := Of the rank and select functions in constant time. There
g1, (r1,11)], Z := g2, (r2,15)]} to edge-labeled ordered termexist (*+') /(2n + 1) ordered trees of. vertexes, so the
treep. information theoretical lower bound of the data structure

size is2n — O(logn) bits. Many data structures that are
[Il. SuccCINCT DATA STRUCTURES FORTREE PATTERNS  asymptotically consistent with that lower bound have been
We explain the basic data structure for dealing witAroposed [5], [8].
ordered term trees. In this paper, a word RAM with a word One such data structure proposed by Benoit et alia [2] is

length of ©(logn) bits is used as the computation modelthe depth-first unary degree sequenb&DS) representa-
For sequences of length n on alphabetd, denote thei- tion, which is a succinct data structure for ordered trees. The

th character(0 < i < n — 1) in S as S[i]. For each DFUDS representation for an ordered treef m edges is
i,7 (0 < i < j <n—1), denote the sub-sequence fronslefined inductively as follows. The DFUDS representation
the i-th character to the-th character ofS as S[i...j]. of the tree consisting only one vertex - The DFUDS
For sequence of lengthn on alphabetd, character: and representation of & that hask subtreesi,... ¢ is a
natural number (0 < i < n — 1), define arank function Sequence of parentheses constructed by concateriating
and aselect function as follows. , one, k DFUDS representations df, ..., andt in
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p's DFUDS representation: TABLE |
( (((a ((X ab ((Y ab ((b 7 b MISMATCH CASES OFT'[j] AND P[]
OO OO0 60 0O ® O || Casel | Case2 | Case3 | Cased | Caseb
PJi] EL VL opP VL EL
t's DFUDS representation : i
(((aa(bab((ba(dabb((babb S e N M I M
ONONONONOIONGCRGIOROCICNCREICIE

EL, VL and OP denote edge label I, variable label iny and open
Fig. 2. Edge-labeled DFUDS representationsfaand ¢ parenthesi, respectively.

this order (here, the initi of the DFUDS representation of .

each subtree has been removed). The DFUDS representatioiieorem 1:Given edge-labeled tree of m edges, the

is a sequence of balanced parentheses of letgth edge-labeled DFUDS representation focan be computed
A DFUDS representation can be regarded as a bit seque?’l‘f%1 O(m).

by replacing with ‘0’ and with ‘1’. Representing

an ordered tree with a bit sequence DFUDS representatidk. M EMBERSHIP PROBLEM FOR EDGH.ABELED TREES

makes it possible to execute thenk andselect functions in OTs denotes a set of edge-labeled ordered treeson

constant time. Fu_rthermore, a su_pplementa_ry dz_ita structyrey OTTs., denotes a set of edge-labeled ordered term
that allows_ execution of the foIIowmg operations in constagf, g on=U. In this section, we formulate the membership
time by usingrank and select functions on DFUDS repre- problem for OTTx., and propose a matching algorithm
sentation” has been proposed9), [2]. that uses a DFUDS representation as a data structure for
(1) findclose(x) return the position of the closing paren-soelving that problem. Given edge-labeled ordered term tree

theses for an opening parenthesisHf]. . p € OTTyxy, and edge-labeled ordered treec OTx,
(2) findopen(x) return the position of the opening parenthe problem of determining whether or not there exists
theses for a closing parenthesisz]. a substitutiond for which ¢t = pf is referred to as the

(3) enclose(x) return the position of the opening parenthemempership problem fOOT T 51y -
ses of the pair that most tightly enclosB$e].

The three operations above can be used to express ft@mbership problem for O7 75,

following operations for touring the ordered tree Instance:  Edge-labeled ordered term treg <
(4) degree(z) return the number of children of vertex OTTsuy and edge-labeled ordered tree
(5) child(z,i) return the position of the-th child from the te 0Ty _ .

left of vertex . Problem: Determine if there exists & for which
(6) subtree(x) return the pair of the start and the end t = pb.

positions of the interval representing the subtree f
which vertexx is the root.
(7) id(x) return the visiting order of vertex.

X matching algorithm PatterMatching that determines
whether or not there exists a substitutbfior which ¢ = pd

- . .given edge-labeled ordered term treec O77yxy, and
(8) label(z) return the position of the closing parenthes'gdge-labeled ordered trdec OTs, t = pf is listed in

of the id(z)-th vertex. Algorithm 1.

child take_s 0(i) tlme,. but the other qperatlons can be By treating the DFUDS representation of an edge-labeled

executed in constant time using afn) bit supplementary yee’as a data structure, we can consider pattern matching for

data structure [3], [11], [2]. . e character sequence that consis nd edge labels. We
The DFUDS representation proposed by Munro et alia [eﬁerefore execute the pattern matching from the beginning of

Is a data structure _for an ordered tree with no edge lab e DFUDS representation in the touring order from the root
Therefore, we consider a DFUDS representation for an edg)ef-

the tree. Given the DFUDS representatiBfy) ... m — 1
labeled ordered term tree. In the DFUDS representation (9: P 0...m~ 1]

. ) " edge-labeled ordered term treeas the pattern and the
Munro et alla, must occupy the rightmost position forpepg representatiof[0. . . n— 1] of edge-labeled ordered
each vertex. Therefore, a hash function that returns the e

et as the text, matching begins with the first characters
label that corresponds to that vertex for e@ makes of p and+. If charactersP[i] and T[j] match, matching is

a DFUDS representation of an edge-labeled ordered trﬁ@rformed for the next characters. If charactef§ andT[j]
possible. DFUDS representations for edge-labeled ordergd match, the following procedure is performed (line 4
term treep and edge-labeled ordered treeare shown in _ line 19). The five pattern cases for whidhi] and T'[j]
Fig. 2. For convenience in this example, a hash function th@é not match are shown in Table |. Mismatch for which
returns the edge labels that correspond to all of@ehas the condition of line 4 of the algorithm applies relates to
been executed. , Case 1 in Table |, so edge-labeled ordered term pred
~ The sequence of parentheses that is a DFUDS represe@igse.jabeled ordered treeare not the same. Accordingly,
tion can be interpreted as the result of visiting all vertexes gl tarn Matching algorithm returngalse. The first half of
pre-order and outputting | (| for each vertex whose indeX e condition of line 6 relates to Case 5 in Table I; the second
is k the following on [2]. Hence, the following theorem half of the condition is the case in which parent and child
obviously holds. have sequential variables in edge-labeled ordered term tree
p. In that case, it is determined whether on not subtrees
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Algorithm 1 PatternMatching
Require: DFUDS representation®[0...m — 1] andT'[0...n — 1] of ordered term tre@ and ordered tree, respectively.
Ensure: true if there exists a substitutiof with ¢ = pd, otherwisefalse

1:4+0,7«0

2: while i < m and j < n do

3. if P[] # T[j] then

4: if P.label(i) € ¥ and T.label(j) € ¥ {/* Case 1 *} then

5: return false

6: else if Plabel(i) € ¥ and T'[j] is an open parenthes{¢* Case 5 *} then

7: if (PatternMatching P[P.subtree(i)], T[T.subtree(j)]) ==false) then

8: return false

o: else

10: i = P.subtree(i).second

11: j = T.subtree(j).second

12: end if

13: else

14: if (foranyk € [0...T.degree(j)], PatternMatching P[P.subtree(:)], T'[T.subtree(T.child(j, k))]) ==false)
{/* Cases 2,3,4 % then

15: return false

16: else

17: i = P.subtree(i).second

18: j = T.subtree(j).second

19: end if

20: end if

21:  end if

222 i++4+, 7+ +

23: end while

24:if m—i>00rn—j>0then
25:  return false

26: end if

27: return true

p[P.id(i)] andt[T.id(j)] match. If they do not match, then =0 s ol
Pattern Matching algorithm returngalse. Line 13 relates to g(((a( (X gg( /Y5 il,b_ (( ::'b‘x,: Z é
Cases 2, 3 and 4 in Table |, where, subtpéB.id(i)] isnot @©® @© | ‘@ ®F ©@0D ® : O
found in subtree[7.id(j)] and PatternMatching algorithm i=6 1= J=25
returns false. If either character sequengeor ¢ has not g@(_.a’_ @ QQ mq((_b 9[2 ZBM 912 Q

been examined to the end (line 24) when the while stateméB © @ O ® 06 O GO0

ends, then there exists no substitutibfor Whlc,h t=pf. If Fig. 3. lllustration of process of Patteatching algorithm when DFUDS
none Of the above cases hold, then there EXIQSBCh that represents oi; andt are given_
t = pb.

When DFUDS representations of edge_—labgled orderﬂng’ 12)]) of ¢ are given, PatterrtMatching returnstrue.
term treep and edge-labeled ordered treen Fig. 2 are Hence, after lines 10 and 11 are executed,19 andj = 29

given, we illustrate the process of Pattevatching algo- 5re ghtained. Finally, PatterMatching algorithm exitsvhile
rithm. Since P[0...5] and T'[0...5] are same, line 4 of loop, returnstrue, and terminates.

Pattern Matching algorithm is firstly executed at= 6 and

j = 6. Since P[6] = |(|T[6] = a € X, that is Case .

3, line 13 is executed. Then, since there exists the subtreéheorem 2:The membership problem faP7 75, can

#[3] which is isomorphic to the subtreg2)(= p[P.id(6)]), e computed irO(mn) time.

after lines 17 and 18 are executed,= 9 and j = 11 Proof: The PatternMatching algorithm for solving the

are obtained. Nextp[10...11] and tﬁ...li&] are same, membership problem fo©®7 T, is presented in Algo-
(

The following theorem is hold.

and P[12] = Y € x and T[6] = , that is Case 2. rithm 1. Let the respective DFUDS representations for edge-
Hence, line 13 is executed again. Then, since there exigiBeled ordered term treg and edge-labeled ordered tree
the subtree[8] which is isomorphic to the subtreg5/(= t be P[0...m — 1] andT[0...n — 1], and leti and j be
p[P.id(12)]), after lines 17 and 18 are executed= 14 natural numbers that satisty < i < m and0 < j < n.
and j = 22 are obtained. Next, sinc®[17] = b € ¥ and Consider ann x n table that holds information on whether
T[25] = , that is Case 5, line 6 is executed. when ther not the subtree whose root is a child vertex of the edge
subtreep((P.id(P.parent(17)),b, P.id(17))](= p[(1,b,8)]) that corresponds to the positioR[i] matches the subtree
of p and the subtre¢[(T.id(T .parent(25)),b,T.id(25))](= whose root is a child vertex of the edge that corresponds to
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the positionT’[j]. The PatternMatching algorithm can be

understood as a repeated process of referring to the certain s ,/'
parts of the table to determine the uncertain parts of the 2 7 /
table. In other words, the table is filled in by repeating the ~  ° P

part of the PatterrMatching algorithm from line 2 to line i /

23, incrementing and j. Thus, whether or not the subtree £ /

whose root is a child vertex of the edge that corresponds to £

the position ofP[0] (namely,p) matches the subtree whose

root is a child vertex of the edge that corresponds to the
position of T'[0] (namely, t) can be calculated irD(nm) —e et ————
time. | 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Number of edges of an edge-labeled ordered tree

[ 4

S = N W A o

V. EXPERIMENT AND DISCUSSION Fig. 4. Running times of the DFUDS representation generating algorithm

We implemented the algorithm for generating a DFUDS
representation from an edge-labeled ordered term tree de-
scribed in section Ill and the algorithm described in section |, order to show efficiency of PatterMatching algorithm

IV on a computer. In this section, we _describe the experimefe evaluated PatterMatching algorithm by experiments us-
tal setup, present the results, and discuss what was leamgg.data collections and pattern collections. Lée an edge-
The algorithms listed below were implemented in C+fapeled tree selected iRy (10000). Secondly, for eachn €
on a computer equipped with a 3.16 GHz Intel XEON {00, 200,300, 400, 500, 600, 700, 800,900,1000}, when ¢
X5460 processor, main memory of 4.00 GB and running thg,q an edge-labeled term treein DYl (m) are given,

Microsoft Windows Vista SP1 operating system. the average execution time of Pattevatching algorithm
1) Algorithm for generating the DFUDS representation aias shown in Fig.5. When the edge count of given edge-
an edge-labeled tree. labeled tree is fixed, we can demonstrate that theorem 2

2) PatternMatching algorithm, described in section 1V,holds, because the matching time varies linearly with the
for determining whether or not there exists a substitedge count of given edge-labeled term tree.
tion 6 for which ¢ = pf, given DFUDS representations Conversely, letp be an edge-labeled term tree in
of edge-labeled ordered term treeand edge-labeled D%&X(loo), Thirdly, by varying edge counts from 1000 to
ordered tre€ . 10000, wherp and edge-labeled tree ids (n) are given, the
To avoid effect of the edge label count, we set the edg&erage execution time of PatteMatching algorithm was
label count to 1. Let, be an edge label i&. We artificially shown in Fig.6. From Fig.6, we can also demonstrate that
created gattern collection Dy, , (m) of one hundred each theorem 2 holds.
of edge-labeled term trees 17 7 5, that has the edge la- For eachd € {0.10,0.15,0.20,0.25, 0.30,0.35, 0.40, 0.45,
bela, m edges includingm variables, and maximum degreed.50}, we artificially created a pattern collection
5, and adata collection Dx,(n) of one hundred each of edge-D%SX(lo(), d) from D5 (100) as follows. For each edge-
labeled trees if07T 5, that has the edge labe) » edges and labeled term treg in D%@X(IOO), by replacing(0.5 — d)m
maximum degre&. We remark that- denotes aatio of the variables with edges whose labeled withwe added the
variable count for the edge count in an edge-labeled term tresultant edge-labeled term tree havidg: variables to
in D" (m). From the design of PatterMatching algorithm, D%{jx(loo,d). Let ¢t be an edge-labeled tree selected in
since PatternMatching algorithm may returifalse as soon Dy (10000). Fourthly, by varying ratior from 0.10 to
as finds mismatch positions of given edge-labeled term tré&0, whenp in D%Sx(lo(), d) andt are given, the average
p and edge-labeled tree we can see that, in generalgexecution times of PatterMatching algorithm was shown
the execution time of PatterMatching algorithm may not in Fig.7. We can see that the variable counts and execution
depend on the edge count eof and ¢ even if quit huge time of PatternMatching algorithm is proportional. The
data collections are used. Hence, we artificially created daesmson may be that the more variable count in edge-labeled
collection Ds;(n) from Dg, ,, (m) in the following way. For term tree increases, the more number of calls of the line 7
each edge-labeled term trgén DgUX(m), we add an edge- or the line 14 of PatterrMatching algorithm increases.
labeled treet in OT ,, so thatt has edge counts of and Suzuki et alia [13] have proposed a matching algorithm
there exists a substitutioh with ¢ 2 pf to Dyx(n). for determining whether or not, given an edge-labeled term
First of all, for eachn € {1000, 2000, 3000, 4000, 5000, tree p and an edge-labeled tree there exists a substitu-
6000, 7000, 8000, 9000, 10000}, DFUDS representations fortion 6 so thatt = pf. The strategy of Suzuki's match-
100 trees in data collectionds(n) were generated anding algorithm differs from ours. The matching algorithm
the average generation time was obtained. Those resws describe here performs top down matching, but the
are shown in Fig. 4. An equation that approximates thaethod applied by Suzuki et alia performs bottom up.
average execution timeg of the DFUDS representationLet p be an edge-labeled term tree D%‘éx(loo) and ¢
generating algorithm for an edge-labeled ordered tree da edge-labeled tree iy (n) obtained by varying edge
y = 7.83m x 107!, That is, we can see that the DFUDSountsn from 1000 to 10000. In order to show the ad-
representation generation time varies linearly with the edgantage of PatteriMatching algorithm for Suzuki's match-
count. By the above experiments, we can demonstrate tirad algorithm, we compared Patteiatching algorithm
theorem 1 holds. with Suzuki's matching algorithm for each data collec-
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of given edge-labeled ordered tree. Fig. 8. PatternMatching algorithm vs Suzuki's matching algorithm.

g{loreover, we are considering graph mining algorithms for

tion. The results are shown in Fig.8. Fig.8 shows th ; : )
geml-structured data using a succinct data structure.
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