
 

  
Abstract—Classification by using of multiple variables is a 

frequently encountered data mining problem. Conventional 

classification models can either suffer from insufficient data 

collection or be burdened with overabundant data. In this paper, 

we propose a novel model in generating a robust multivariate 

classifier to solve the overabundance case. The classification 

problems with multiple objectives can be supported by a subset 

of effective variables identified by our scheme. Traditional Gini 

index and principal component analysis (PCA) are integrated to 

complete our classification model. Some experiments based on 

practical databases are conducted to verify the robustness of our 

method. 

 
Index Terms—Multi-objective classification, Gini index, PCA, 

multivariate classifier 

 

I. INTRODUCTION 

he ubiquitous information tools and technology allows us 
to collect and store a variety of data for various 

application domains. The ripe development of 
multi-dimensional database management, artificial 
intelligence, expert system, and data mining techniques makes 
easy implementation of various observation, examination, 
study, or analysis on the stored data. Based on these 
advancements of computer technologies and computational 
techniques, decision makers have gained more momentum to 
tackle difficulties and even to make precise predictions. 

Classification is a frequently encountered problem where a 
categorical dependent variable needs to be predicted based on 
a subset of independent variables. Many classification 
problems including web page classification [25], web spam 
detection [3, 6], intrusion detection [7], mobile commerce 
behavior [19], fraud detection [5], bankruptcy prediction [29], 
medical diagnosis [9, 12], and crime activity analysis [10], 
have attracted many attentions and encouraged new research 
stream.  

In order to simplify data processing procedure and in turn 
promote classification performance, data dimension 
reduction is essential before data analysis is preceded. 
Especially when high dimensional features are considered, 
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the use of proper features is crucial to subsequent handles.  
Feature extraction and feature selection are two familiar 
strategies in achieving data dimension reduction. The 
methods of feature extraction transform or arrange some 
original features into a single new feature which is more 
capable of classification task [20, 22, 27]. The methods of 
feature selection generally adopt some specific criteria to 
evaluate original features and then select a subset of proper 
features for classification task [17, 23, 28, 30]. In this paper, 
feature selection and feature extraction are integrated in our 
two-stage scheme for efficient classification.  

Dataset size and data diversity in modern digital 
applications keep growing and changing [13], the handle of 
multi-objective problems necessitates accurate data analysis 
and effective data processing. Many studies are dedicated to 
analyze various types of data and develop new split criteria 
for achieving adequate categorization. Multivariate analysis 
methods with the integration of the effective use of multiple 
independent variables and the collaboration of suitable 
classifying scheme have verified their validations [11, 21, 24, 
34]. A new PCA-based multivariate classification method 
which takes data granularity into account is proposed to 
manipulate multi-objective problems in this paper. 

The remainder of this paper is organized as follows. In 
Section 2, some related studies are discussed. The third 
section proposes a new model with two stages for the 
generation of new multivariate classifier. The experimental 
results are given in Section 4. We conclude this paper in 
section 5. 

II. RELATED WORK AND BACKGROUND 

Complexity, efficiency, and accuracy are three principles in 
assessing classifiers. The number of variables selected and the 
association handles based on these selected variables are two 
important factors impact the complexity of classifiers. And 
typically, the complexity of one classifier should be 
disproportional to its classification efficiency. So, one 
classifier with simple handle can process classification with 
efficiency. Nevertheless, efficiency does not grantee accuracy. 
Many classification methods devote so many efforts on data 
processing and analyzing that they sacrifice classification 
efficiency in return for higher classification accuracy. 
Identifying a subset of useful variables and taking effectual 
handles are no doubt the way to promoting efficiency and 
accuracy. 

On another hand, in order to collect sufficient information, 
every instance usually includes a lot of categorical and/or 
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numerical features (or factors). These features generally 
reflect independent data elements. For clustering problem, all 
features are considered independently. For classification 
problem, one or few features are taken as dependent for 
prediction purpose. On the other hand, in order to induce data 
trend and then deduce future data, it is required to accumulate 
an enough amount of instances for analysis. In this scenario, 
overabundance becomes the bottleneck when filtering and 
condensing a huge amount of data. Useful features and typical 
instances are essential to remedy such overabundance 
problem. This paper focuses on the issue of useful features.  

Feature selection aims at exploring the effective variables 
in datasets. Many statistical analyses and artificial 
intelligence techniques are proposed to identify the effective 
features. They include genetic algorithm [8, 33], support 
vector machine [4, 32], neural network and fuzzy [18, 31], 
logistic regression [14], and principal component analysis 
[16]. The virtues of feature selection are threefold. First is to 
eliminate the redundant information so that the analytical time 
of mining process can be reduced. Secondly, the selection of a 
small subset of low correlated features will facilitate data 
mining process since it prevents similar factors from being 
repeatedly examined. Thirdly, for classification problems, the 
relevant features to the target feature are more effective than 
the irrelevant ones when exploring their relations. 

Many previous works are using different measures of 
impurity/entropy/goodness to select the split attribute in order 
to produce the best classification quality. It is a relatively hard 
task since different classification problems evolved from 
different application backgrounds. Gini Index [15] and 
Information Gain are two widely used split criteria. Gini 
index is a measure of statistical dispersion. Gini index is used 
as a measure of impurity of an independent variable and is 
commonly used when the dependent variable (target variable) 
is a categorical variable. The Information Gain function has 
its origin in the information theory. Decision trees (ID3, C4.5 
and C5) are based on Information Gain. In [26], the behavior 
of Gini index and Information Gain are reported to disagree 
only in 2%. Without loss of generality, Gini index is adopted 
in our model and C4.5 is taken as the competitor for 
comparison analysis in this paper.    

III. HEURISTIC MODEL FOR NEW CLASSIFIER  

We propose a new classification model which integrates 
feature selection and feature extraction. A new heuristic 
algorithm is proposed in the first stage. The algorithm is based 
on Gini index and considers the correlation between features. 
A compact set of effective features is determined by a 
heuristic scheme. The second stage applies multivariate 
analysis on the selected features for the generation of 
multivariate classifier and then this classifier undertakes the 
task of final inductive learning. 
 

A. Feature Selection 

At first, the Gini indexes of all independent variables are 
measured after a collection of training data is inputted. To 
simplify the explanation of our design, we illustrate a small 
dataset with 10 instances as shown in Table I. This table 
investigates 10 individuals with three classes of transportation 

mode: bus, car and train. Independent variables are gender 
(x1), car ownership (x2=0 for none, x2=1 for one and x2=2 for 
two cares), travel cost (x3) and income level (x4). The classes 
of transportation mode (C) consist of three groups: 4 buses, 3 
cars and 3 trains. 

 
TABLE I A SMALL DATASET 

Attributes 

gender(x1) 
Car 

ownership(x2) 
travel 

cost(x3) 
income 
level(x4) 

Classes 

male 0 cheap low bus 
male 1 cheap medium bus 

female 0 cheap low bus 
male 1 cheap medium bus 

female 1 expensive high car 
male 2 expensive medium car 

female 2 expensive high car 
female 1 cheap medium train 
male 0 standard medium train 

female 1 standard medium train 

 
The Gini indexes for x1, x2, x3, x4 are 0.6, 0.45, 0.16, 0.36, 

respectively. The minimum gain is obtained for the split based 
on x3. That is, among all features, the dataset split by “income 
level” has the best consistence with “transportation mode”. 

Generally, unifying several features may improve 
classification quality.  For example, if the dataset is split by 
(x1∪x2) the Gini index of 0.23 is obtained which is better than 
those by x1 and x2. All six possibilities formed by extracting 
two features from four are listed in column (1) of Table II. In 
order to distinguish the correlativity between features, simple 
data transformations are applied on four attributes and then 
correlation coefficients (denoted as |rij|) are measured. As for  
gender, x1=female is transformed into “1” and male into “2”. 
In addition, cheap (or low), standard (or medium) and 
expensive (or high) are respectively transformed into 1, 2 and 
3. Some phenomenons in the table are observed and depicted 
as following. 
� Among the correlation coefficients derived from all six 

cases as shown in the column (2) of Table II, (x1, x2) 
owns the least value (marked as *). However, this 
information is useless since x3 is not involved. 

�  Among the correlation coefficients derived from (x1, x3), 
(x2, x3) and (x3, x4), x1 has the lowest correlation with x3 
even though x1 has the highest Gini index of all. 

� Three lowest Gini index products (as depicted in column 
(3)) happen to cases (x1∪x3), (x2∪x3) and (x3∪x4).  

� Integrating correlation coefficient and Gini index 
product, (x1, x3) has the lowest result of all (as depicted 
in column (4)). 

� The unifying of x1 and x3 results in the lowest Gini index 
as shown in column (5). 

  
The feature that is first identified as effective will become 

the causing factor for the low unifying Gini indexes in the 
subsequent. Data correlativity is another important factor 
affecting classification quality when several features are 
considered. As table II shown, x1 has the poor classification 
quality while it can efficiently promote the classification 
quality achieved by x3. It is worth to notice that low |rij| value 
can indicate the low reduplication of classification effect 
between xi and xj. 



 

In the following, we propose an algorithm which proposes 
a heuristic scheme in arranging a compact subset of features 
for high classification quality. The following notations are 

used in the algorithm. 
� A: The set contains all original independent attributes 

for a specific dataset. 
� B1, B2: The sets used to collect the effective attributes. 
� α, β, γ: The first, second and third effective attributes 

extracted from set A. 
� r(β, γ): The correlation coefficient between attributes β 

and γ. 
� PCA(S): After applying principle component analysis 

over a set S, the eigenvalue of the first component is 
outputted.  

 

Algorithm 

Input: The attribute set A. 
Output: A subset of attributes extracted from A.  
1. B1←φ; B2←φ. 
2. Pick the attribute “α” with the least Gini index among all 

attributes. Remove it from A and add to B1.  
3. Choose the next attribute “β” from A which 

minimizes |),(|)(Gini βαβ r× . Remove β from A and add 

to B1. 
4. Similarly, attribute γ is picked from A for the reason that 

it minimizes |),(),(|)(Gini γβγαγ rr ⋅× . Delete γ from A 

and B2 ← B1∪{γ}. 
5. While PCA(B2) > PCA(B1) do 
6. Begin 
7.      Choose attribute x from A which minimizes     

|),(|)(Gini
2

yxrx
By∈

∏× . 

B1 ← B2; B2 ← B2∪{x}. 
8. End 
9. Return B2. 

 
We notice that |),(|)(Gini

2

yxrx
By

Π
∈

×  in step 7 is used to 

measure the enhanced effect of feature x on B2. For instance, 
suppose set A contains xp, xq and xr and set B contains yi and yj, 
then three measurements    |),(),(|)(Gini jpipp yxryxrx ⋅× , 

|),(),(|)(Gini jqiqq yxryxrx ⋅×  and 

|),(),(|)(Gini jrirr yxryxrx ⋅×  are compared for the next 

authenticated attribute. 
 

B. Feature Extraction 

To promote the classification quality as far as possible, 
principal component analysis (PCA) is applied on the 

authenticated attributes in B2. All dta corresponding to the 
authenticated attributes are preprocessed into quantitative 
values for PCA. The first component with the maximum 
variance (eigenvalue) is taken to extract the major essence of 
attributes. We neglect other components for their minor data 
variance explanation rates. Continue the previous example 
with table I, y=－0.1858 x1’+0.9826 x3’ is generated after 
PCA is applied. Table III lists the preprocessed data and 
transformed data corresponding to every original data.  

  

Final inductive learning completes this example, the 
classification rule is concluded as that entities with 
component values fall in [0, 1], [1, 2], or [2,3] are respectively 
categorized into class “bus”, “train”, or “car”. The accuracy 
of this example is 0.9 since the eighth entity is the unique 
mismatched record. More datasets are employed in the next 
section for the verification of our model.    

IV. EXPERIMENTAL RESULTS 

Three multi-objective datasets are adopted in our 
experiments. The first dataset is German credit approval 
(DB1) which is extracted from the UCI [2]. The second and 
third dataset are residential quality (DB2) and wealth (DB3) 
which are taken from [1].  Table IV lists the related 
information including the total number of instances (N), the 
number of input attributes (A) and the number of outcomes for 
the target attribute (R). We adopted 10-fold cross-validation 
to train and test these datasets for 10 times. So, the 
experimental results with numeric measures were averaged to 
produce a single estimation. In following subsections, 
statistical analyses, classification effectiveness and 
classification performance are measured for detail 
verification. 

 
TABLE IV THREE DATASETS 
 DB1 DB2 DB3 

N 1000 329 252 
A 20 9 15 
R 4 4 5 

 

A. Statistical analyses 

Our first experiment measures the correlation 
coefficients between attributes in order to observe the 
reduplication degree from different attributes. In Table V, the 
higher correlations are found in the entropy-based model C4.5 
while this suffering has less impact on our model. 

 
 

TABLE II MEASURE FOR INTEGRATED GINI 
(1) 

(xi∪xj) 
(2) 
|rij| 

(3) 
Gini(xi)×Gini(xj) 

(4) 
(2)×(3) 

(5) 
Gini(xi∪xj) 

(x1∪x2) 0.1429* 0.2700 0.0386 0.23 
(x1∪x3) 0.2294 0.0960 0.0220 0.10 

(x1∪x4) 0.3162 0.2160 0.0683 0.25 
(x2∪x3) 0.6227 0.0720 0.0448 0.13 
(x2∪x4) 0.6776 0.1620 0.1098 0.25 
(x3∪x4) 0.7255 0.0576 0.0418 0.13 
 

 

TABLE III MEASURE FOR INTEGRATED GINI 
Attributes Component Classes 

x1 x3 x1’ x3’ 
y=－0.1858 

x1’+0.9826 x3’ 
 

male cheap 2 1 0.6110 bus 
male cheap 2 1 0.6110 bus 

female cheap 1 1 0.7968 bus 
male cheap 2 1 0.6110 bus 

female expensive 1 3 2.7620 car 
male expensive 2 3 2.5762 car 

female expensive 1 3 2.7620 car 
female cheap 1 1 0.7968 train 
male standard 2 2 1.5936 train 

female standard 1 2 1.7794 train 
 



 

TABLE V 
 C4.5 Our 

DB1 0.05 0.03 
DB2 0.48 0.20 
DB3 0.84 0.26 

 
The results of second experiment as shown in Table VI 

list the varied multivariate attributes )(
1

k
y for three datasets, 

}5,4,3,2{∈k . The eigenvalue λ for each classifier reveals the 

total explained variance caused by the component attributes. 
The eigenvalues with shadow mean the current classifiers are 
good enough to accept. Although the more component 
attributes lead to the higher λ and thus the higher explanation 
ratio, the slowing-down growth indicates that the last 
appended attribute has the constricted enhancement of 
classification effect to the previous attributes. Our heuristic 
algorithm ceases to execute when the growth of eigenvalues is 
below 30% of the previous measure. For instance, DB3 
adopts )4(

1y as its classifier rather than )5(
1y since the eigenvalue 

of )5(
1y  enhances only 26% growth of the total explained 

variance when compared to that of )4(
1y , i.e. 

(3.956-3.134)/3.134 ≈ 0.26. 
 

TABLE VI VARIOUS MULTIVARIATE ATTRIBUTE 

 Multivariate attribute λ 

D
B
1 

)2(
1y =-0.0031 a 18＋a12 

)3(
1y =0.0112a18－0.08446a12＋0.9964a1 

)4(
1y =0.0111a18－0.0854a12＋0.9963a1－0.0053 a8 

1.074 

1.554 

1.554 

D
B
2 

)2(
1y =0.5488a7＋0.8536a9 

)3(
1y =0.6796a7＋0.2463a9＋0.6910a5 

)4(
1y =0.1652a7＋0.6741a9＋0.6537a5＋0.3018a1 

1.429 

1.854 

1.913 

D
B
3 

)2(
1y =0.7568a7＋0.6537a3 

)3(
1y =0.7067a7＋0.1406a3＋0.6934a11 

)4(
1y =－0.5799a7－0.0412a3－0.5500a11－0.5996a4 

)5(
1y =－0.5128a7－0.0193a3－0.4736a11－0.5287a4－0.4826a13 1.392 

2.085 

3.134 

3.956 

 

B. Classification effectiveness 

To explore whether our multivariate classifier would 
support effective classification, analysis of variance 
(ANOVA) is applied to test if there was any significant 
difference between different classes for three datasets. Table 
VII shows F-test and p values verify the soundness of our 
model. The accuracies of our model for three datasets shown 
in table VIII outperform those of C4.5.  Although only little 
superiority is made by our model, we remind the readers that 
our model only executes one round of inductive learning 
while C4.5 needs to execute many rounds. The decision levels 
used in C4.5 are listed in the parentheses behind the 
accuracies.  
 

TABLE VII ANOVA 

 Classifier F-test P value 

DB1 )3(
1y  231.94 0.000 

DB2 )3(
1y  67.92 0.000 

DB3 )4(
1y  107.39 0.000 

 

TABLE VIII ACCURACY  
 C4.5 Our 

DB1 0.450(10) 0.675 
DB2 0.742(3) 0.773 
DB3 0.550(4) 0.560 

 

C. Classification performance 

The percentages of feature reduction are shown in table 
IX. The numbers of features involved are listed as well in the 
parentheses behind the percentages. Notice that DB1 has the 
highest feature number of all and our model achieves the most 
economic classification performance by appealing to the least 
amount of effective features. Combine the results from tables 
VIII and IX, we assert that our model can complete 
classification task without the loss of accuracies as compared 
to C4.5. 

 
TABLE IX FEATURE REDUCTION 

 DB1  DB2 DB3 

Our 85%(3) 67%(3) 73%(4) 
C4.5 25%(15) 44%(5) 20%(12) 

 
Finally, the amounts of data involved in the training 

process for three datasets are counted for efficiency analysis. 
For each try in the 10-fold cross-validation experiment, all 
features (input and target) and all instances have to be taken 
for feature evaluation. Namely, at least 21×1000×0.9, 
10×329×0.9, and 16×252×0.9 data entries must be involved 
for three datasets. C4.5 algorithm needs to execute several 
rounds of inductive learning and feature evaluation in order to 
set the proper features in the sequent decision nodes. This is 
why table X shows our model imposes on less data amount 
than C4.5. The last row of table X verifies that time efficiency 
achieved by our model. 

  
TABLE X THE NUMBER OF DATA INVOLVED 

 DB1 DB2 DB3 
Our 18900 2961 3629 
C4.5 96792 4815 7974 
ratio 5.12 1.63 2.20 

 

V. CONCLUSION 

A new heuristic algorithm and PCA-based analysis are 
successfully integrated into a novel classification model. The 
main contributions of this paper are twofold. First is the 
compact subset of attributes with enough classification 
capability. Such procedures make sure that the useful 
information are taken into account and prevent the 
overabundant data from processing. Second is the 
multivariate attribute achieved by PCA. Our final classifier is 
trained by only one round of inductive learning. Our 
experimental results support the significant improvement of 
classification performance. Although there is much 
improvement room for classification accuracy, our 
classification accuracy rates are still competitive to C4.5.  
Keeping growing classification accuracy without the loss of 
performance is our future research direction.    
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