
 

  
Abstract—Short term load forecasting (STLF), which aims to 

predict system load over an internal of one day or one week, 

plays a crucial role in the control and scheduling operations of a 

power system. Most existing techniques on short term load 

forecasting try to improve the performance by selecting 

different prediction models. However, the performance also 

rely heavily on the quality of training data. This paper proposes 

a novel short term load forecasting approach based on training 

data selection. There are two main characteristics of the 

proposed method that distinguish it from the previous studies. 

The first characteristic is that the load curve of a time interval 

before the target hour is regard as the benchmark of training 

data instead of the cluster center of all historical data used in 

previous studies. The second characteristic is the load curves 

are normalized for comparison to the benchmark. Thus the load 

curves having similar trend with the benchmark can be selected 

for training. Experiments conducted on the real load data show 

significant improvement over the baseline method. 

 
Index Terms—Short Term Load Forecasting, Training Data 

Selection, Load Curve Analysis 

 

I. INTRODUCTION 

OAD forecasting, which anticipates the future load by 

analyzing the historical data, plays a crucial role in the 

efficient planning, operation and maintenance of a power 

system. Short term load forecasting (STLF), which aims to 

predicts system load over an internal of one day or one week, 

is necessary for the control and scheduling operations of a 

power system. Further analyses such as load flow are also 

based on the results of the short term load forecasting. 

Generally speaking, prediction model selection and 

training data selection are two issues which should be 

considered in load forecasting. Most existing techniques on 

short term load forecasting try to improve the performance by 

selecting different prediction models, such as linear 

regression
[1]
, exponential smoothing, stochastic process, 

auto-regressive and moving average (ARMA) models
[2]
, data 

mining models, and the widely used artificial neural networks 

(ANN)
[3,4]

. However, different models suffer from different 

problems. Linear regression does not perform well due to the 

lack of self-learning capability. Furthermore, weather 

changes cannot be easily integrated in linear regression 

models. In time series methods, load data are regard as 

cyclical time series changed by season, week, day or hour. 

Auto-regressive (AR) models, moving average (MA) models 
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and ARMA are typical time series methods which have been 

widely used for load forecasting. But time series methods, 

which are vulnerable to dirty data, rely heavily on the quality 

and size of historical data. In the recent studies, the ANN has 

been popular used for short term load forecasting with 

satisfactory results. Since the input variables of ANN are 

difficult to be selected, choosing appropriate training data 

becomes crucial in ANN based STLF methods. 

As a result, some previous studies concentrate on selecting 

historical data for training. Fuzzy logic and case-based 

reasoning (CBR) are applied to depict different clusters of 

days
[5]
. According to the usage of weather changes, STLF 

techniques can be divided into three major groups
[6]
: 

non-weather sensitive models, weather-sensitive models, and 

hybrid models. Most similar day selection based STLF 

methods, which consider weather variables (such as 

temperature and humidity) and day type, are 

weather-sensitive. The methods using the day type 

information are straight forward. For an instance, the load 

curves of Friday may be collected from historical data in 

order to predict the load curve of next Friday. Thus not so 

many techniques can be applied. Instead, most related studies 

concentrate on the weather information based algorithms. 

Load is closely related to the weather changes. But weather is 

not the only factor which leads to load changes. Load curves 

themselves are the most direct way to characterize the 

abnormal days. However, load curves, which have a greater 

impact on load forecasting, are rarely considered in recent 

studies. Existing techniques always divides historical data 

into pieces according to different days. After division, load 

curves of particular days are used for training. The last 24 

hour load information is often used to predict the next hour 

load. For an instance, when the selected model predicts the 

load of 7:00 am of a given day. The last 24 hour load data 

before this hour, which is from 7:00 am of the day before the 

given day to 6:00 am of the day, is used for prediction. The 

load data of the same hours (7:00 am – 6:00 am) are utilized 

to train the selected prediction model. Generally speaking, 

the same hours of similar days are likely to have similar trend. 

However, some other load curves of different hours may also 

similar and useful for the prediction, such as (8:00 am – 7:00 

am) and (6:00 am – 5:00 am) of particular days in this case. 

This situation was rarely considered in previous studies. 

In this paper, a novel approach is proposed for short term 

load forecasting. The proposed approach aims to select more 

appropriate training data in order to achieve satisfied 

performance. Compared to the previous studies, the load 

curve of a time interval before the target hour is regard as the 

benchmark of training data instead of the cluster center of all 

historical data. It makes more sense to select similar data for 

training and forecasting. Second, the approach selects similar 
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load curves from the whole time series of all the historical 

load data instead of choosing training data from load curves 

of pre-divided single days. More candidates are obtained by 

using all the sub time series of the same time interval instead 

of load curves of the same hours. Thus more appropriate 

training data can be selected for STLF by analyzing historical 

load curves. Experiments are conducted on the real load data 

to verify the efficiency of the approach. The proposed 

approach can work by using only historical load curves if the 

weather information are not available. On the other hand, 

weather information can be easily integrated in the model. 

Thus the performance can be further improved by using more 

information. 

The rest of the paper is organized as follows. Section 2 

describes the proposed algorithms. Section 3 explains the 

experiments and the performance evaluation. Section 4 is the 

conclusion. 

 

II. ALGORITHM DESIGN 

As described in Section 1, training data selection is 

important for short term load forecasting. The main purpose 

of the proposed approach is to select more appropriate load 

curves for training in order to achieve satisfactory forecasting 

results. Thus the accuracy of load forecasting could be 

improved by using more appropriate training data. Some 

previous studies have been done on training data selection. 

The typical selection process is as follows. First, the 

historical load curve is divided into pieces according to the 

time interval used to predict the load of next hour. Second, 

the cluster center of all the divided load curves is obtained. 

Third, the distance between each load curve and the cluster 

center is measured and the abnormal ones (the load curves 

having long distances to the cluster center) are filtered out. 

Such algorithms suffer from two problems. The first problem 

is that the load of the target hour and the load curve before 

that may be not similar to the most of historical data. Thus 

selecting the most common data for training is not the best 

solution. The second problem is that only the load curves of 

the same hours in different days are taken as candidates for 

training. Many other similar load curves may be not included. 

This study proposes a novel approach in order to overcome 

such problems. There are two main characteristics of the 

proposed method that distinguish it from the previous studies. 

The first characteristic is that the load curve of a time interval 

before the target hour is regard as the benchmark of training 

data instead of the cluster center of all historical data used in 

previous studies. Since the load curve of a given time internal 

is used to predict the load of next hour, the similar load 

curves are more appropriate for training. Second, all the 

continuous sub series of the same time interval are regard as 

candidates for training in the proposed method. The similar 

load curves to the load curve before the predicted hour are 

selected as training data. More appropriate training data can 

be extracted by using the proposed method.  

The framework of the proposed model for short term load 

forecasting is shown in Figure 1. It consists of 7 steps listed 

below. 

 
Fig. 1.  The framework of the proposed load forecasting model 

 

Step 1: All the historical load curves are collected as a 

time series.  

Step 2: A given time interval before the target time is 

taken as the benchmark of training data. 

Step 3: All continuous sub series of the same time 

interval are extracted as candidates of training data. 

Step 4: The distance from every sub series to the 

benchmark is calculated.  

Step 5: The load curves are ranked based on the distances 

to the benchmark 

Step 6: The top ranked load curves having the shortest 

distances to the benchmark are recognized as appropriate 

training data. 

Step 7: A prediction model trained by the selected load 

curves is applied to forecast the load of the given day. 

As described before, a given time interval before the target 

time is taken as the benchmark of training data. The similarity 

between a load curve and the benchmark is measured by 

Euclidean distance shown as Equation (1). 
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where X={x1, x2, …x
n
} and Y={y1, y2, …y

n
} are two nodes in 

N - dimensional  Euclidean space. The load curves of similar 

days with distances longer than a predefined threshold are 

removed from the training data. 

 

III. PERFORMANCE EVALUATION 

A. Data Preparation 

The performance of the method for the short term load 

forecasting is tested by using the 12 months data, from 



 

January 2008 to December 2008 of a particular data set used. 

The dataset is downloaded from Duke Energy Carolinas 

(http://www.ferc.duke-energy.com/Load/Load.htm). The 

data of every day consists of 24 hour load information. The 

12 months data is divided into two data sets. The first one, 

which contains 11 months data from January to November, is 

used for training. The other one containing the December 

data is used for testing. 

As described before, load curves have weekly and daily 

periodicity. The load curves of different months are shown in 

Fig. 2. As shown in Fig. 2, there is one peak or two in each 

day (24 hours) which represent the daily periodicity. 

Furthermore, the load of June, July and August are much 

higher than the load of other months due to the seasonal 

variation. Fig. 3 shows that the load curves of different day 

types (from Monday to Sundays) are relatively similar. Fig. 3 

indicates that most load curves of the same day type have 

similar trend. As shown in Fig. 3, the load curves of the same 

load curves can be divided into two major types according to 

different seasons. The first type has two lower peaks and the 

second type has a higher peak. Most load curves have the 

same trends and similar values except a few abnormal ones, 

such as the lowest load curve in Fig. 3 (Thursday). Using 

abnormal data for training is likely to mislead the forecasting 

results. As revealed by the figures, the historical load curves 

with similar trends and values will be useful for load 

forecasting by filtering out the abnormal data, which is in 

accord with the motivation of this study. 
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Fig. 2.  The load curves of different months 
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Fig. 3.  The load curves of different day types 

B. Evaluation Metric and Baseline Methods 

The forecasted result deviation from the actual values 

are evaluated in term of Mean Absolute Percentage Error 

(MAPE) shown in Equation (2). 

∑
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where PA, PF denote the actual and forecasted values of the 

load, respectively. N denotes the number of the hours of a 

day in this work (N = 24). 

An artificial neural networks (ANN) based method, 

which uses the load curves of the same hours for training, 

is taken as baseline method for comparison based on two 

reasons. The first reason is that ANN is proved to be 

efficient for load forecasting in literature, thus using ANN 

for comparison is fair enough. The second reason is that 

the improvement by using a novel training data selection 

strategy can be clearly revealed by using the same forecast 

model. 

C. Results and Analysis 

The forecasted results using the proposed approach 

compared with the actual load and the results of the 

baseline method are shown in Fig. 4.  

Fig. 4 vividly shows that the actual and forecasted load 

curves have similar trends and values. The performance of 

the proposed approach based on training data selection 

(TDS) is also measured in terms of the MAPE error. The 

performance is compared with the reference algorithm 

which is shown in Table I. 

As shown in Table I, the proposed approach provides 

more than 1.01% higher performance on average 

compared to the baseline method. These translate to 

improvements of MAPE for over 20%. The proposed 

approach and the baseline method use the same prediction 

model and resources. This indicates that the proposed 

model is benefit from the training data selection strategy. 

In other words, the efficiency of the proposed approach 

has been initially proved. It should be pointed out that the 

proposed approach achieves promising results by using 

only limited historical load data. The performance will be 

further improved by using more information such as 

weather variables. 
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Fig. 4.  The actual and forecasted load curves 

 

TABLE I 

PERFORMANCE OF THE PROPOSED APPROACH AND THE BASELINE METHOD 

MAPE(%) 

Day 

Baseline Selected 

Dec 1(Monday) 6.21 6.7 
Dec 2(Tuesday) 5.18 3.19 
Dec 3(Wednesday) 7.96 5.32 
Dec 4(Thursday) 4 3.7 
Dec 5(Friday) 4.16 3.61 
Dec 6(Saturday) 2.79 2.92 
Dec 7(Sunday) 5.10 2.89 
Overall 5.06 4.05 

IV. CONCLUSION 

This paper presents a novel approach for short term load 

forecasting by selecting appropriate training data. Compared 

to the previous studies, the load curve of a time interval 

before the target hour is regard as the benchmark of training 

data instead of the cluster center of all historical data used in 

previous studies. Second, all the continuous sub series of the 

same time interval are regard as candidates for training in the 

proposed method. Thus more appropriate training data can 

be extracted by using the proposed method. Experiments are 

conducted on the real load data to verify the efficiency of the 

proposed approach. The proposed approach outperforms the 

baseline method using the same prediction model. It 

achieves 20% improvements over the baseline method. The 

approach achieves promising results by using only historical 

load data which is shown in this study. The performance 

could be further improved by considering more factors such 

as weather changes. 
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