
 

 
Abstract—This paper presents a hybrid edge detection 

algorithm in situations where the image is corrupted by Salt-
and-Pepper noise. Edge detection is an important pre-
processing step in image analysis. Successful results of image 
analysis extremely depend on edge detection. Up to now several 
edge detection methods have been developed such as Roberts, 
Prewitt, Sobel, Zero-crossing, Canny, etc. But, they are 
sensitive to noise. The structure of our proposed edge detector, 
to make the process robust against noise, is a combination of 
neural networks, neuro-fuzzy network and adaptive median 
filter. The internal parameters of these networks are 
adaptively optimized by training using very simple artificial 
images that can be generated by computer. The proposed 
method is tested under noisy conditions on several images and 
also compared with conventional edge detectors such as Sobel 
and Canny and a neuro-fuzzy edge detector. Experimental 
results reveal that the proposed method exhibits better 
performance and may efficiently be used for the detection of 
edges in images corrupted by Salt-and-Pepper noise. 
 

Index Terms— edge detection, image processing, neural 
network, neuro-fuzzy network, salt and pepper noise. 
 

I. INTRODUCTION 

 

HE edges are place of abrupt changes in the intensity of 
image and are most essential feature of an image. They          

contain a richness of internal information of image [1],[2]. 
Edge always inhabits in two neighboring areas having 
different gray level and it mostly exists between objects or 
objects and background [3],[4]. Edge detection is one of the 
most important tasks in pattern recognition and image 
processing [5]. It plays an important role in the multimedia 
and computer vision, Image Understanding, Image 
enhancement and image compression, etc [6]. It is usually 
the first operation that is performed before tasks such as 
boundary detection, segmentation,classification, 
registration, understanding and recognition in image 
processing scope [7],[14].Thus, success in such operations 
extremely depends on edge detection.  In recent years 
several methods have  
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been developed for edge detection, These methods include 
mathematical morphology, wavelet transformation, Roberts, 
Prewitt, Sobel, Zero-crossing, Canny, Laplacian of Gaussian 
(LOG) etc [5],[8]. The most important factor in decreasing 
the quality of edge detection is the noise in images. One of 
the important noises is Salt-and-Pepper. This is described by 
random distribution of white or black spots. This noise is 
often happens during image acquisition and/or transmission 
due to environment condition, quality of sensing elements 
and communication channels [9]. In most image processing 
applications, it is of crucial importance to remove the noise 
from the image because the performances of image 
processing tasks (such as segmentation, feature extraction, 
recognition, etc.) are severely degraded by noise [3]. Most 
edge detectors first try to reduce noise. However, up to now, 
it is still a major challenging issue to develop robust and 
efficient edge detection algorithm because a major 
drawback of edge detectors is their high sensitivity against 
noise. 
This paper presents a novel hybrid method for edge 
detection while images are corrupted by salt and pepper 
noise. The proposed method is very simple and includes a 
neuro-fuzzy network (nf), an adaptive median filter and four 
identical neural networks (nn). The internal parameters of 
networks are adaptively adjusted by training. Training of the 
networks is performed by using a computer generated 
artificial images. The essential advantage of the proposed 
method over other operators is that it offers higher edge 
detection performance under noisy conditions. Experiments 
show that the proposed operator may be used for efficient 
edge detector when an image is corrupted by Salt-and-
Pepper noise and high accuracy is needed. 
The rest of this paper is organized as follows. Section II 
explains the proposed method and its building blocks. 
Section III discusses the experimental results of the 
proposed method and classical methods such as Canny, 
Sobel and one only neuro-fuzzy method that discussed in 
[14]. Section IV, which is the final section, presents the 
conclusions and further research. 
 
 

II. PROPOSED METHOD 
 

   Fig. 1 shows the structure of the proposed method. It is a 
hybrid method by combining four similar neural networks 
(vertical, horizontal, left diagonal and right diagonal), a 
neuro-fuzzy (NF) network and an adaptive median filter. 
The NF network utilizes the information from neural 
networks to compute the output of the system, which is the 
edge points. A 3-by-3 window moves on the input image, 
this window moves from the upper left corner of image 
horizontally and moves to the next row when it arrives to 
the end of the row. This work repeats for every row and it is 
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finished in the lower right side of the image. Input data 
which are applied to the inputs of the neural networks as 
show in fig. 1 include: 
 

X : pixels of image that are corrupted by Salt & 
Pepper noise. 

Y : pixels of image that are created by Adaptive 
median filter from noisy image. 

The output of any network is compared with the ideal 
output, then it is cleared whether the output is edge or not. 
Any output of the neural network is used as the input for NF 
network and the neuro-fuzzy network produces the final 
output. 

 
A. Neural network 

 
The neural networks that used in proposed method includes 
4-input and 1-output and also contains 2-hidden layer and          
1-output layer.  It’s hidden layer have 15 and 10 neurons 
respectively and output layer have one neuron. The internal 
parameters determine by training .when output of neural 
network converge to ideal output training is end. Activation 
functions in whole neurons of network are defined as 
following : 
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                                   Fig. 1.  The proposed method 

 

 
B. Neuro-Fuzzy Network 

 
The NF network used in our method finds an edge by 
combining the information obtained from four neural 
networks. The rules of the fusion are represented by the 
rules in the rule base of the NF network and the fusion 
process is implemented by the fuzzy inference mechanism 
of NF network. These are explained in detail later in this 
subsection. The NF network is a first order Sugeno type 
fuzzy system with 4-inputs and  1-output [17]. Each input 
has 3 generalized bell type membership functions and the 
output has a linear membership function. Sugeno-type fuzzy 
systems are well-liked general nonlinear modeling 
apparatuses because they are very appropriate for tuning by 
optimization and they employ polynomial type output 
membership functions, which extremely make less complex 

of defuzzification process. The relationship of input-output 
in the NF network is as follows: Let k1, k2, k3 and k4 
denote the inputs of the NF network and Z as its output. 
Hence, in the structure of the proposed model k1, k2, k3 and 
k4 represents the output of neural networks for the noisy 
input pixels and the pixels that created by adaptive median 
filter. Since the NF network has four inputs and each input 
has three membership functions, the rule base contains a 
total of 81 ( ) rules, which are as follows: 
 
1)    if (k1 is M11) and (k2 is M21) and (k3 is M31) and 
 (k4 is M41) , then   R1=F1(k1,k2,k3,k4). 
2)    if (k1 is M11) and (k2 is M21) and (k3 is M31) and  
(k4 is M42) , then   R2=F2(k1,k2,k3,k4). 
3)    if (k1 is M11) and (k2 is M21) and (k3 is M31) and 
(k4 is M43) , then   R3=F3(k1,k2,k3,k4).  
4)    if (k1 is M11) and (k2 is M21) and (k3 is M32) and 
(k4 is M41) ,then    R4=F4(k1,k2,k3,k4). 
5)    if (k1 is M11) and (k2 is M21) and (k3 is M32) and 
 (k4 is M42) ,then    R5=F5(k1,k2,k3,k4). 
. 
. 
. 
81)    if (k1 is M13) and (k2 is M23) and (k3 is M33) and 
 (k4 is M43),   then    R81=F81(k1,k2,k3,k4). 

 

Where  Mij denotes the jth membership function for the ith 
input, Rk denotes the output of the kth rule, and Fk  denotes 
the kth output membership function, with i=1,2,3,4 and  
j=1,2,3 and k=1,2,3,…,81.  The input membership functions 
are generalized bell type: 
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and the output membership functions are linear 
 
Fk(u1 , u2 , u3 , u4) = dk1u1 + dk2u2 + dk3u3 + dk4u4 + dk5     (3)                     
 

Where u1, u2, u3 and u4 are formal parameters and a, b, c 
and d are constants that characterize the shape of the 
membership functions. The optimal values of these 
parameters are determined by training. As show in Fig. 2, 
this Sugeno-type NF network include five layers. 
 

 
Fig. 2.   structure of Sugeno-type neuro-fuzzy network 

 

There is no method to determine the optimum number of the 
membership functions and it is usually determined 
heuristically and verified by experiments. It has been 
experimentally determined that three membership functions 
offer a very good cost balance. The output of the networks 



 

is the weighted average of the individual rule outputs. The 
weighting factor of each rule is calculated by appraising the 
membership expressions in the previous rule. This is 
performed by first converting the input values to fuzzy 
membership values by utilizing the input membership 
functions and then applying the and operator to these 
membership values. The and operator corresponds to the 
multiplication of input membership values. Hence, the 
weighting factors of the rules are calculated as follows: 
 
W1 = M11(x1). M21(x2). M31(x3). M41(x4)                         (4)    
W2 = M11(x1). M21(x2). M31(x3). M42(x4) 
W3 = M11(x1). M21(x2). M31(x3). M43(x4) 
W4 = M11(x1). M21(x2). M32(x3). M41(x4) 
W5 = M11(x1). M21(x2). M32(x3). M42(x4) 
. 
. 
. 
W81 = M13(x1). M23(x2). M33(x3). M43(x4) 

 
When the weighting factors are obtained, the output of the 
NF network can be found by calculating the weighted 
average of the individual rule outputs 
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C. Adaptive median filter 
 

Adaptive median filter can handle salt-and-pepper noise 
with preserving the details [9]. This filter works in a 
rectangular window area Sxy. Depending on certain 
conditions, adaptive median filter changes the size of Sxy 
during filtering operation. Consider the following notations: 
 
                      zmin = Minimum intensity value in  Sxy 
                      zmax = Maximum intensity value in Sxy 
                      zmed = Median of intensity values in Sxy 
                      zxy    = intensity value at coordinates (x,y) 
                      Smax= Maximum allowed size of Sxy 

 

The adaptive median filter algorithm works in two stages, 
denoted stage A and B, as follows: 
 
Stage A:    A1= zmed – zmin        
                  A2= zmed – zmax               
                  If A1 > 0 and A2 < 0, go to stage B      
                  Else increase window size    
                  If window size <= Smax repeat stage A   
                  Else return zxy 
Stage B:    B1= zxy – zmin 
                  B2= zxy – zmax 

                  If B1 > 0 and B2 < 0, return zxy         
                  Else return zmedian 

 
D. Training the networks 

 
The fig. 3 shown that the internal parameters of the 
networks are repeatedly optimized by training in order that 
its output converges to the output of the ideal edge detector 

(which generates real edge image) . The ideal edge detector 
does not exist in reality and, it is only necessary for training 
and, this is represented by the original training image. The 
parameters of the neural networks and NF network are 
tuned to minimize the learning error by using the 
Levenberg-Marquardt and back propagation optimization 
algorithm respectively [17]. 

 

 
                                                   Fig. 3.  Training the networks 

 
 

 
Fig. 4.  Training images(128*128 pixel) : (a)(b) Base training image 

(c)(d) Input training image, (e) Target training image. 

 
 

Fig. 4 shows the images employed in the training phase. 
These images are artificial and can easily be generated by 
computer. The Fig. 4(a) shows the base training image. 
Each square box in this image has a size of 4-by-4 pixels 
(16 pixels) and each box have the same brightness value. 
The image in Fig. 4(b) is generated from Fig. 4(a) by 
considering the 4 most significant bits of each pixel and the 
rest 4 bits equal to zero. The image in Fig. 4(c) is the input 
training image and obtained from the image in Fig. 4(b) that 
is corrupted by Slat-and-Pepper noise. The image in Fig. 
4(d) is the other input training image and obtained by 
applying adaptive median filter on the image in Fig. 4(c). 
The image in Fig. 4(e) is the target training image. It is a 
binary image where its black pixels indicate the edges of the 
input image. The images in Fig. 4(c) and 4(d) are applied as 
the input of NN and NF  networks and the image in Fig. 
4(e) is consider as the target output of neural network and 
NF network during training. 
 

 

III. SIMULATION RESULTS 
 

   The proposed method discussed in the previous section is 
simulated by computer programs. The performance of the 
method is tested under noisy condition (Salt & Pepper 
noise) on two test images including Boats and Cameraman. 
The images are corrupted by Salt & Pepper noise with 20%, 
30%, 40% and 50% noise density before processing. 
Several experiments are performed to compare our proposed 
scheme with Sobel, Canny and other neuro-fuzzy scheme 
that discussed in [14]. Fig. 5 shows the results for images 
corrupted by 40% noise density. It can be seen that the 



 

performance of the proposed method is much higher than 
other three schemes (Sobel, Canny and method in [14]). 
comparison of images in fig. 5 obviously indicated that the 
proposed method detects most of the edges better than [14] 
because In this detector after primary detecting final outputs 
is determined by post-processing but in proposed method 
final edges is determined by a neuro-fuzzy  network using 
fuzzy techniques that the problems of pixel uncertainties on 
the edge areas are solved and the edges are recognized 
clearly. Unlike other three methods effect of noise on the 
performance of proposed method is very low. In addition, 
study of experimental results clearly exhibited where 
intensity variation is smooth the proposed method offers 
better performance over other three methods for all images. 
The essential purpose of our method is to increase 
performance of edge detection in highly noisy condition that 
it almost is obtained. The test images demonstrated that 
when images corrupted with high degree of salt and pepper 
noise Sobel, Canny and the method discussed in [14] no 
have appropriate performance, while in this condition the 
proposed method detected the most of edges whit high 
precision. 
 

 

IV. CONCLUSION 
 

A novel edge detection method for digital images 
corrupted by Salt & Pepper noise was proposed.  

1) It has a simple structure, thus this extremely 
simplified implementation. 

2) The training is performed without difficulty by using 
artificial images that can be generated in computer. 

3) It can detect edge in image that corrupted by high 
degree of Salt-and-Pepper noise. 

4) The proposed method could be had good 
performance for images without noise too. 
 

The simulation result shows that this scheme outperforms 
conventional edge detectors under noisy conditions. 
However, the computational barrier of this scheme is higher 
than Sobel and Canny edge detectors. 
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