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Content Anycasting Applications for Future
Internet

Othman Othman M.M., and Koji Okamura

Abstract—In this paper, we show our design and implemen-
tation of two applications built using our Contents Anycasting
[14], the two applications are popular large file distribution
and an enhanced P2P video streaming. Content Anycasting
aims to providing more flexible and dynamic redirection of
contents that is done with the help of OpenFlow’s new potential
abilities and thus giving new opportunities to the future internet
that are currently not available. Both of the popular large
file distribution system and the enhanced P2P video streaming
applications tends to attract large number of user clients,
especially if their content was a popular one; like some
distributions of an operating system or a live video of a sport
event. And thus, those applications can take advantage of the
content anycasting by using it to reduce the load off the server
or as an alternative method to construct the P2P multicast tree
that has a low startup delay and has a less tendency to fail due
to flash crowds.

Index Terms—Future internet, OpenFlow, Content Delivery
Networks, Content based networking, Anycast.

I. INTRODUCTION

T the beginning of the Internet, it served the role
of delivering contents using the simple client server
model. But as time passes number of users grew fast, along
with that also the user’s needs became broader and more
diverse, causing an increase of server loads thus giving place
to new content delivery models to take place like the Peer to
Peer. And again as time passes with the introduction of new
technologies, services and with social changes that followed
the wide adoption of the Internet user’s needs became more
and more demanding. As shown by studies in AKARI [8]
that the traffic size increases by factor of 1.7 every year.
Moreover the needs became more complicated, by having
wide variety of contents available on the Internet ranging
from simple web pages and emails to online video and large
file transfer. This led to an increase in server loads, causing
many difficulties for the current delivery models to cope with,
along many other difficulties that rose due to the current
Internet’s architecture and design limitations. While on the
other hand, (the clients side) clients are having stable internet
connections with considerably high bandwidth specially with
the introduction of the Fiber To The Building FTTB and
the Fiber To The House FTTH, as an example in Japan the
number of FTTH users is more than the number of DSL
users as shown in [7] (see figure 1).
And due to the current Internet limitations researchers have
embarked on studying the Future Internet. Where researchers
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Fig. 1. Number of services subscribers in Japan from 2000 to 2009 as
shown in [7].

from all over the world as in FIND [5] and GENI [6] in
the United States, AKARI [8] in Japan, FIF [4] in Korea,
and EIFFEL [3] in Europe, are studying challenges of the
current Internet and are proposing ways to study and solve
those challenges along with proposing new functionalities
that were not possible on the current internet.

Among the future Internet research, content anycasting
[14] was proposed aiming to provide a more flexible, dy-
namic way of redirection, and to tip off the imbalance
between the heavily loaded server side and the demanding
client side having a high bandwidth, and to improve the
content server side by increasing the number of clients that
the server can serve. This is done with the help of OpenFlow
[10] project that holds a great potential for developing sys-
tems that have more freedom in acting. This makes content
anycasting a good candidate to be used in cases where a
large number of clients demand getting some large contents
form the content server, such as a popular large file in case
of file download, or a popular video streaming like in case
of some sports events.

In case of popular large file download many solutions
were used to solve the server overloading problem like
increasing the bandwidth link, having redundant servers with
load balancers or using Content Delivery Network which was
introduced to overcome this problem and to provide high
availability of the contents. And to enable the CDN many
technologies were introduced like the Anycast [11] and Peer
to Peer networks as in [9]. But those technologies suffer
from some drawbacks like; that anycast acts on fixed servers
making it a static way of providing contents, while peer
to peer networks impose extra communications forced by
their protocols, overlay nature, and their lack of knowledge
about the network topology. While content anycasting can
increase the number of clients downloading large files from
servers by having clients acting as servers to other clients,
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and by distributing the load of arranging this upon the content
server, the network and the clients the thing that gives it an
advantage over other CDN solutions.

And in case of popular video streaming, many technolo-
gies are used like IP multicasting [15] and P2P multicasting
[16] to provide live video service. But also those technologies
suffers from some limitations related to management, and the
overheads due to extra communication and maintenance of
the P2P multicast. Where content anycasting can reduce the
over heads of constructing the P2P multicast tree also by
distributing this load among the content server, the network
and the clients.

The remainder of this paper is organized as follows. We
first explain about Content Anycasting redirection system
showing its components and its content requesting method
in section number 2. We then show how Content Anycasting
can be utilized to implement a popular large file distribution
system in section 3. And also in section 4 we show how
Content Anycasting can be used to make an enhanced P2P
video streaming system. Finally we conclude our work in
section 5.

II. THE CONTENT ANYCASTING REDIRECTION SYSTEM
A. Content Anycasting System overview

Content Anycasting system consists of content server that
provides contents, anycast manager, OpenFlow routers or
switches and user clients (see Figure 2).

e

Anycast
ager

Content
Server

client

Fig. 2. System overview.

1) Content Server: The content server is almost a regular
content server that provides contents like large files or videos,
where each content has a unique identifier. The content server
is responsible for sending redirection request in order to
manage redirections. This redirection request includes the
contents ids, the list of user clients that are currently getting
this content and the number of redirections for each one of
those user clients (See Figure 3).

Redirection request header

192.168.10.1 1

Content id:
12345 192.169.1.1 2
192.168.10.4 3
192.200.10.1 2

Content id:
33333 192.200.1.1 1
192.210.10.4 1

Fig. 3. Redirection Request example.
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2) Anycast Manager: The anycast manager is responsible
for creating redirections and managing those redirections.
The redirection system might require more than one anycast
manager for example one for each autonomous system,
which means one anycast manager for each network of inde-
pendent organization that implements BGP (Border Gateway
Protocol) (see Figure 4.).

The first function that the anycast manager provides is
managing redirection requests which means deciding which
is the best anycast manager to handle the redirection request
and forwarding the redirection request to it.

The second function it provides is creating the redirection
by sending instructions to the OpenFlow routers or switches
to redirect the content requests that are originally sent to
the content server to other user clients that are near to the
requesting client.

adhdh

Content
Server

Autonomous System 1
Y Autonomous System 2

Fig. 4. An example of a redirection system with two autonomous systems
and tow anycast managers.

3) OpenFlow routers or switches: The role of the Open-
Flow routers or switches is to perform the redirections that
were created by the anycast manager. Where the redirections
are OpenFlow’s flow table entries, where each incoming
packet is checked if its destination IP address and its content
id matches the content server IP address and the content
id in one of the flow table entries. And if a match occurs
the OpenFlow router or switch uses one of the Openflow
functionalities to change the destination IP address in the
first packet of the content request from the IP address of the
content server to the IP address of the nearest client.

4) User Clients: User clients in our system have a mod-
ified behavior; that they will act as servers for the contents
they are currently getting from the content server.

B. Overview of Requesting Content Using Content Anycast-
ing

In order to make use of our system a special method for
getting the content is required. This new method is divided
into three phases; the first one is related to finding the
content id, while the second is related to sending the content
request, and the third one aims to establish the connection
and downloading the content.

1) Phase 1: Getting Content ID: On this phase the client
finds the desired content that has the content id as part of the
URL for that content, the client side software (web browser
for example) will store the content id in order to use it in
the second phase.

2) Phase 2: Content Request: This phase takes place after
the client gets the content id and before starting to download
the content. In this phase a 3 way handshake (see Figure 5)
using the content id is used before starting a TCP session
to get the content. And in order to enable this, a new Probe
protocol is introduced (see Figure 6).
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According to the Probe protocol, the client initiates this
probe handshake by sending a START packet this packet
will be redirected by the OpenFlow switches or routers to the
nearest client that is currently getting the same content from
the content server. This is done by having the OpenFlow
router or switch changing the destination IP address to be
that of the current client instead of the content servers IP
address. And in response to this initiation the other client that
received the packet will respond with START/ACK packet.
Finally the new client will respond by acknowledging the
received acknowledgement (ACK/ACK).

3) Phase 3: Getting the Content: At this time the new
client realizes that it has been redirected to another client
and initiates a TCP session using the IP address of the other
client it received in the second phase directly without relying
on the redirection system. Figure 9 shows the Probe’s 3 way
handshake and the TCP session in case of a match (see Figure
5).

OpenFlow

router Current Client

New Client

Destination:
server|P

START Destination:

|_CurrentClientlP
START

START/ACK
With CurrentClienttPin
the probe header

ACK/ACK
Destination:
Current(lientIP

< TCP Session >

Fig. 5. Content request in case of redirection.
Bit offet nlxlzlzlAIsIs|7|s|9ImluIJquIJAI]sIJsIUIullglzn|21Izzlzalulzslzalulzslzslznln

0 Content id
32 Length Checksum
64 Source Port Destination Port
96 Command I
128 IP address
160 Xid

Fig. 6. The Probe header (modified UDP), where the highlighting shows

the modified fields.

III. POPULAR LARGE FILE DISTRIBUTION

In this section we will show how content anycasting can
be used to increase the number of clients getting the popular
large file. This is done through having the content server
sending redirection request that has the IP address of any
client that is downloading the popular file form the content
Server.

A. Example of using Content Anycasting in Popular Large
File Distribution System

First, Figure 7 show the content server, anycast manager,
client A which is currently downloading the desired content,
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Content
Server
10.10.16,1

if Destination IP: 10.10.10.1
& Content id: 12345
Change : Destination IP: 192.168/10.1

192.168.20.1

192.168.10.1

Client B

Client A

Fig. 7. System initiation.

client B which is a new client that is intersected in down-
loading the same content and an OpenFlow router shown as
the circle in the figure.

In step number 1 the content server sends a redirection
request to the anycast manager. In step number 2 the anycast
manager analyzes the request and prepares the required
redirections and sends them to the OpenFlow router. And
in step 3 the OpenFlow router saves the redirection, which
is an OpenFlow table entry to its flow table.

Content
Server

5 < Destination IP: 10.10}10.1
& %t_r Wnt id:12345
7/
2.16§.10.1

Destination IP: 192.168.10.1
Content id: 12345 @

\9 168.20.

Client B

e
—®

Client A

Fig. 8.

Content requesting.

Next, Figure 8 shows phase 2 of the content request.

In Figure 8 step 1 client B sends the Probe protocol’s
START handshake that contains the content id. In step 2 the
OpenFlow router redirects the packet sent by client B to go
to client A instead of the content server after matching it
to the redirection it received from the anycast manager by
changing the destination IP to be that of client A and sending
it on the right port to be delivered to client A. But in case
of not finding a matching redirection the router will process
the packet in the conventional way by sending the packet to
the content server. Then in step 3 client A will acknowledge
the START of step 1. And finally, client B will confirm that
it received the acknowledgement.

Finally, Figure 9 shows the third phase of requesting the
content; where client B and client A completes the handshake
of the Probe protocol. Then client A will start sending the
content to client B directly without using the redirection on
the router using a direct TCP session.
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Fig. 9. Getting the content.

B. Evaluation of using Content Anycasting in Popular Large
File Distribution System

And in order to judge the effectiveness and advantages
of using Content Anycasting in building popular large file
distribution system, we designed and implemented a sim-
ple simulator as a preliminary method of evaluation. This
simulator was built using Java programming language. It
is designed to compare the content server load in case of
using Anycasting as a method of constructing the Large
file distribution system with the case of using Content
Anycasting for that purpose. In more detail this simulator
runs using a topology of 5 areas resembling 5 autonomous
systems.

Then running simulation using anycasting where one
replica content server is located in each one of the areas.
This resulted in 20% of the load being distributed on the 5
replica servers (see figure 10).

055

04s

Server Serve Ratio

02

0 5000 10000 15000 20000 25000 30000

Number of Connections

—— Anycast ——Content Anycast with 1 redirection/ client
Content Anycast with 2 redirection/ client ——Content Anycast with 3 redirection/ client

Fig. 10. The content server load in case of using current anycast, and
content any casting with 4 cases; where each client is capable of serving
1,2,3,4 other clients.

And then we used the same topology to build a file
distribution system using content anycasting with only one
content server. Different cases were studied, where each
client is capable of serving lor 2 or 3 or 4 other clients
(see figure 10).

This resulted in having the content server load being 50%,
33%, 25% and 20% respectively for the previous mentioned
cases (each client is capable of serving 1, 2, 3, 4 other
clients).

This shows that using content anycasting is capable of
achieving the same load on one server rather than 5 in case
of anycasting if the all of the clients where capable of serving
4 other clients.
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IV. ENHANCED P2P VIDEO STREAMING

In this section we will show how content anycasting can be
used to enhance the P2P Video streaming by decreasing the
joining delay of new clients. This is done on the assumptions
that clients have a stable internet connection with a high
bandwidth (for example as a requirement by the IPTV
provider) and also that they are less likely to leave a video
stream after joining it (specially in case of popular sport
events).

This is done by having the clients reporting that they have
joined the video streaming to the server, so that the server
will know about all of the client that are currently joining the
video streaming even the clients that have joined after their
probe was redirected and are getting the stream through other
clients. And thus the server can use those clients in order to
make them server others after checking the desired depth
of the multicast tree and sending the appropriate ones in
a redirection request to the anycast manager. This will be
illustrated in the following example.

This has the advantage of bringing the multicast tree
construction one step ahead. For example when a new client
wants to join the video stream it does not have to contact
the server to find which client to get the connection from,
instead the client request will be directly connected to the
client that he will be connecting to. And after the clients joins
the multicast tree this way he will inform the server of this.
This means that the new client will first join the multicast and
then contacts the server. While in case of other P2P video
streaming, the new client have to contact the server before
joining the multicast tree.

A. Example of using Content Anycasting to make an en-
hanced P2P video streaming

First, Figure 11 show the content server, anycast manager,
client A which is currently downloading the desired content,
client B which is a new client that is intersected in down-
loading the same content and an OpenFlow router shown as
the circle in the figure.

Anycast
anager

if Destination IP: 10.10.10.1
& Content id: 12345
Change : Destination IP: 192.168/10.1

192.168.20.1

Content
Server
10.10.16,1

192.168.10.1

ClientB

Client A

Fig. 11. System initiation.

In step number 1 the content server sends a redirection
request to the anycast manager. In step number 2 the anycast
manager analyzes the request and prepares the required
redirections and sends them to the OpenFlow router. And
in step 3 the OpenFlow router saves the redirection, which
is an OpenFlow table entry to its flow table.

Next, Figure 12 shows phase 2 of the content request.
In Figure 12 step 1 client B sends the Probe protocol’s
START handshake that contains the content id. In step 2
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Content

Server
ol Destination IP: 10.10}10.1
\Ccmt\ent id: 12345
Z

Destination IP: 192.168.10.1 @

ontentid: 12345
\Q 168.20.

——ﬁ—/‘_—) Client B

©
2.16§.10.1

Client A

Fig. 12.

Content requesting.

the OpenFlow router redirects the packet sent by client B to
go to client A instead of the content server after matching
it to the redirection it received from the anycast manager by
changing the destination IP to be that of client A and sending
it on the right port to be delivered to client A. But in case
of not finding a matching redirection the router will process
the packet in the conventional way by sending the packet to
the content server. Then in step 3 client A will acknowledge
the START of step 1. And finally, client B will confirm that
it received the acknowledgement.

Content
Server

\\®

168.10.1 S e

\2.168.20.

ClientB

ClientA TCP Session

Fig. 13. Getting the content.

Finally, Figure 13 shows the third phase of requesting the
content; where client B and client A completes the handshake
of the Probe protocol. Then client B will send to report to
the server that it will join the video stream through client A
as shown in step 1. And then client B will start receiving the
content from client A directly without using the redirection
on the router using a direct TCP session in step 2.

B. Evaluation of using Content Anycasting to make an
enhanced P2P video streaming

In order to judge the effectiveness and advantages of
using Content Anycasting in making an enhanced P2P video
streaming system, we designing and implemented a simple
simulator as a preliminary method of evaluation. This simula-
tor was built using Java programming language. It is designed
to compare the content server load, and the overhead of
joining the multicast tree in case of using Anycasting as a
method of constructing the enhanced P2P video streaming
system with the case of using Content Anycasting for that
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purpose. In more detail this simulator runs using a topology
of 5 areas resembling 5 autonomous systems.

Which we will use to compare the overhead of joining the
multicast tree for the regular P2P video streaming with that of
the enhanced P2P video streaming using content anycasting.
And also we will use it to compare the server load in case
of flash crowd (large number of clients’ requests content in
a short period of time).

e
®

[T
5= o

-
~

=
°

@

Average Hop Count Before Getting Content
)

10000 15000 20000 25000 30000

o 5000

Number of Connections

——P2pP -m-Content Anycast with 1 redirection/client
»—Content Anycast with 2 redirections/client —<Content Anycast with 3 redirections/client
—#—Content Anycast with 4 redirections/client

Fig. 14. The average distance in hops that the client request have to travel
prior to get the content in case of using central management P2P, and content
any casting with 4 cases; where each client is capable of serving 1,2,3,4
other clients.

In order to assess the overhead of joining the multicast
tree we counted the average total number of hops that the
clients’ request and their reply packets had to travel across
the network before the client is able to get the content. Figure
14 shows the results that we obtained by comparing the case
of regular methods of constructing a P2P network (using a
central management entity for the P2P network) with the case
of using content casting (again with four cases where each
client serves 1, 2, 3, and 4 other clients). This figure shows
that the average hop count needed before getting content
according to the topology we used was about 15 hops in
case of the regular method of constructing the P2P network,
while the average was around 5 hops in case of using Content
Anycasting. Which means; that using content anycasting to
construct a P2P network would improve the overhead of
joining the P2P network or the P2P multicast tree.

p2pP

i

bl ouinld) -

600 800 1000
Cycle

——connections reated at this cycle ——connections reached server at this cycle

Fig. 15. Connections created by clients and connections served by the
server in each cycle of the simulation in case of regular P2P with central
management.
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Content Anycasting with one redirection per client

Number

Cycle

——connections reated at this cycle —— connections reached server at this cycle

Fig. 16. Connections created by clients and connections served by the
server in each cycle of the simulation in case of content anycasting.

And in order to assess the server load in case of flash
crowd, we set our simulator to periodically bust a large num-
ber of connections and then used it to count the number of
connections that reached the server (or the P2P management
entity) at each simulation cycle. Next we ran this simulation
two times; first, using the regular method of constructing P2P
network (see figure 15), second using content anycasting to
construct the P2P network (see figure 16).

Those figures show that in case of using the regular meth-
ods to construct P2P network; all of the requests sent by the
clients have to reach the server (or the central management
entity) to be processed and replied back to the clients. This
is due to the way they operate; in which the client have to
consult the server or the management entity so that thy reply
with the information needed to contact other peers. While in
case of using content anycasting the server does not have to
process all of the requests because the new clients requests
will be redirected by the network towards the other peers, and
so there is no need to consult the server (or the management
entity) prior to getting the content,

V. CONCLUSION

Providing new opportunities to the future internet is very
important. This requires the creation and adoption of new
technologies. In this paper we described two applications
that will take benefit of the content anycasting, which aims
make use of the content anycasting flexible and dynamic
redirection of contents, to improve the availability of popular
large files, to increase the number of clients downloading
them, and to reduce the delays imposed by P2P multicasting
in case of the enhanced P2P video streaming. Through this
paper we showed how to provide an enhanced popular large
file distribution and an enhanced P2P video streaming that
makes use of content anycasting which relies on both the
destination address and the content id to take the redirec-
tion decision. Our preliminary simulation shows that using
content anycasting with only a single content server; load
can be reduced to 50%, 33%, 25% and 20% respectively
for the previous mentioned cases (each client is capable of
serving 1, 2, 3, 4 other clients) compared to 20% load for the
case of having 5 replica content servers in case of anycast.
More over content anycasting showed that it is capable of
reducing the average hop count needed prior getting the
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content, because it makes use of the network to redirect
packets and so helps to redirect requests to a peer within the
same network rather than randomly choosing peers regardless
of their location. Also, content anycasting showed it can be
used to take the process of querying about peers one step
ahead by pre installing redirections on the network rather
than having the server to reply to all of the queries. And
thus it improves the availability of the server.
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