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Abstract—In this paper, we propose an extended algorithm
of the multiple k-nearest neighbor (MkNN) for an intravascular
ultrasound (IVUS)-based tissue classified of coronary plaque.
In the proposed algorithm, a weighted decision based on the
distance between the input vector and the training vectors is
employed instead of the majority decision in the labeling process
of k-nearest neighbor (kNN). The fibrous and lipid tissues were
thus classification more accurately. Furthermore, the accuracy
of tissue classification was improved even if the number of the
prototype vectors in MkNN is small. They are examined by the
actual experiments using the true IVUS data.

Index Terms—intravascular ultrasound (IVUS), tissue classi-
fication, multiple k-nearest neighbor.

I. I NTRODUCTION

A Myocardial infraction is caused by the failure of plaque
built inside the coronary arteries. Accordingly, it is very

important to investigate the tissue classification of plaque
in order to prevent early myocardial [1]. In general, the
tissue classification is carried out by analysing the radio
frequency (RF) signal obtained from the intravascular ultra-
sound (IVUS) method [2] using catheter.

In our past works, we proposed a multiplek-nearest
neighbor (MkNN) that is an extension of thek-nearest
neighbor (kNN) [3] in order to get the better results applied
to the tissue classification problem of coronary plaque [4].
Although a good tissue classification by MkNN had been
established in that work, it still remained a problem that
MkNN takes a lot of computing time for classification.

The computing time for classification depends mainly on
the number of the prototype vectors in kNN [5], since the
kNN has to calculate the distances between the input vector
and all the prototype vectors.

On the other hand, it is necessary to adjust the number of
prototype vectors to keep the accuracy of tissue classification,
since the classification results of MkNN are influenced by the
distribution of the prototype vectors.

This work was supported by the Grant-in-Aid for Scientific Research (B)
of the Japan Society for Promotion of Science (JSPS) under the Contract
No.23300086.

K. Tokunaga is with the Fuzzy Logic Systems Institute, 680-41 Kawazu,
Iizuka, Fukuoka 820-0067, Japan (phone: +81-948-24-2771; e-mail: toku-
naga@flsi.or.jp).

E. Uchino is with the Graduate School of Science and Engineer-
ing, Yamaguchi University, 1677-1 Yosida, Yamaguchi 753-8512, Japan
(phone: +81-83-933-5699; e-mail: uchino@yamaguchi-u.ac.jp), and also
with the Fuzzy Logic Systems Institute (phone: +81-948-24-2771; e-mail:
uchino@flsi.or.jp).

H. Tanaka is with the Department of Physics and Information Sciences,
Faculty of Science, Yamaguchi University (e-mail: m037de@yamaguchi-
u.ac.jp).

N. Suetake is with the Graduate School of Science and Engineering,
Yamaguchi University (e-mail: nsuetake@yamaguchi-u.ac.jp).

Coronary ArteryPlaque

Ultrasound Probe

Rotating Catheter

Fig. 1. An ultrasound probe attached to the distal end of a catheter.

Hence, we propose an extended algorithm of a multi-
ple k-nearest neighbor (MkNN) for an intravascular ultra-
sound (IVUS)-based tissue classification. In the algorithm, a
weighted decision based on the distances between the input
vector and the training vectors is employed instead of the
majority decision in the labeling process.

The experiments show that the accuracy of tissue clas-
sification by the extended MkNN is good, even if a small
number of the prototype vectors are selected at random. This
paper presents the outline of the proposed method, and shows
its effectiveness by the experiments using the real IVUS data.

II. TISSUE CLASSIFICATION BYIVUS METHOD USING

MULTIPLE k-NEAREST NEIGHBOR

This chapter shows briefly the intravascular ultrasound
(IVUS) method, the multiplek-nearest neighbor (MkNN),
and the tissue classification by the IVUS method using
MkNN.

A. IVUS method

The ultrasound probe attached at the tip of the catheter is
inserted into a blood vessel (see Fig. 1). After that, the signals
are transmitted forward and then the reflected ultrasound
signals are received while rotating the probe.

The ultrasound signal transmitted from the probe is called
a radio frequency (RF) signal. The intensity of the RF
signal depends on the location of the probe and also on the
characteristics of the plaque tissue.

The B-mode image of Fig. 2 is created from the RF signals
observed in all directions in the blood vessel. Fig. 2 shows
the cross section of the blood vessel. It is difficult however
to see the condition inside the blood vessel only from this
B-mode image.

B. Multiple k-nearest neighbor

The multiplek-nearest neighbor (MkNN) is an extension
of the traditionalk-nearest neighbor (kNN). In MkNN, the



5.0

0.0

[mm]

-5.0
5.00.0-5.0 

Fig. 2. An example of the B-mode image obtained by the IVUS method.

class label is determined based on the information both in
the feature space and in the observation space (see Fig. 3).

In the algorithm of MkNN, the classification by kNN in
the feature space is first performed, and the classification by
kNN in the observation space is then followed.

■ kNN in the feature space

Suppose that the feature vectorswi(i = 1, 2, .., N) are
given, and let the class labelωi of each feature vector be
known. We use the feature vector as the prototype vector in
MkNN.

When the input vectorx, whose class label is unknown,
is given to MkNN, the class label of the input vector is
determined as follows [6]:

l = arg max
ω

N∑
i=1

δ (x;wi | ωi = ω) , (1)

δ (x;wi | ωi = ω) =

{
1 if ∥wi − x∥ ≤ r (k) ,
0 otherwise,

(2)

where r(k) represents the Euclidean distance between the
input vectorx and thek-th nearest prototype vector.

In the first step, the prototype vectors within thek-th
nearest neighbor are determined by calculating the distances
of Eq.(1). After that, the class label of the input vector is
determined by a majority vote for the class labels of the
k-th nearest neighbor prototype vectors by Eq.(2).

■ kNN in the observation space

The kNN is applied also to the observation space after
determining the class labels of the input vectors{xn} in the
feature space. Except for calculating the distances between
the input vector and the prototype vectors on the observation
space, other calculations are the same as Eqs.(1) and (2).

C. Tissue classification by the multiplek-nearest neighbor

In the tissue classification using the IVUS method using
MkNN, the power spectrums calculated from the RF signals
by the short-time Fourier transform are employed as the
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Fig. 3. Basic scheme for classification by MkNN using the information
both in the observation space and the feature space [3].

prototype vectors in MkNN. The class label of each prototype
vector is known from the findings of a medical doctor
examining the dyed tissue using microscope.

In this work, the fibrous tissue, the lipid tissue, and other
tissues are classified. Concretely, the power spectrums are
calculated from each of the corresponding RF signals, i.e.,
from fibrous tissue, lipid tissue, and other tissues.

The computing time for classification depends mainly
on the number of the prototype vectors in MkNN (see
Fig. 4). On the other hand, the accuracy of classification
also depends on the number of the prototype vectors, since
the classification results by MkNN are influenced by the
distribution of the data.

The purpose of this study is thus to innovate the mech-
anism that the classification accuracy is not affected by the
number of the prototype vectors.
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Fig. 4. Relation between the number of prototype vectors and the
classification time by MkNN.

III. T ISSUE CLASSIFICATION USING EXTENDEDMKNN

In our past tissue classification by MkNN, all the feature
vectors observed from the tissues were used as the candidates
of the prototype vectors. The representative vectors that were



used as the prototype vectors were selected manually or
selected according to the simple rules. The classification
results thus depended on the selected prototype vectors.

Moreover, the accuracy of the tissue classification is de-
creased if the number of the prototype vectors is reduced,
since in that case the distribution of the prototype vectors
in the feature space becomes sparse. Hence, it is needed to
adjust the number of the prototype vectors in order to keep
the accuracy of the tissue classification.

In the extended MkNN, a weighted decision, based on the
distances between the input vector and the training vectors,
is employed instead of the majority decision [7]. As a result,
it is expected that the tissue classification dose not depend
on the number and the distribution of the prototype vectors.

In the classification of the input vector, the distances
between the input vector and the prototype vectors are
calculated and employed as weight for the weighted decision.
In the extended MkNN, Eqs.(1) and (2) are replaced by the
following equations:

l = arg max
ω

N∑
i=1

δ (x;wi | ωi = ω) (3)

δ (x;wi | ωi = ω) =

 exp (−∥xi −wk∥/ϵ),
if ∥wk − xi∥ ≤ r (k)

0 otherwise,
(4)

where ϵ is a decay parameter that is adjusted according to
the distribution of the data.

IV. EXPERIMENTS

A. Experimental settings

The perfomances pf the normal MkNN and the extended
MkNN for the tissue classification of coronary plaque are
compared. In this experiment, RF signals are observed from
two different sections of the blood vessel. One is used as the
training data, and the other is used as the test data.

The prototype vectors are selected from the training data.
The feature vectors used as the prototype vectors are the
power spectrums that are calculated from each of the corre-
sponding RF signals reflected from each tissue, i.e., fibrous
tissue, lipid tissue, and other tissues.

Thirty prototype vectors are selected at random from each
of the three kinds of tissues, for both the normal MkNN and
the extended MkNN. In addition, the width of window for
the short-time Fourier transformation is64 points for both
methods.

B. Experimental results

Fig. 5 shows the classification results for the training data.
Fig. 5 (a) shows the tissue composition given by the medical
doctor by examining the dyed tissue using microscope. Fig.
5 (b) shows the results of tissue classification by the normal
MkNN. The number of the prototype vectors is manually
adjusted to get the best accuracy of classification. The
number of the prototype vectors for fibrous, lipid and other
tissues are 300, 100, and 850, respectively.

Fig. 5 (c) shows the results by the normal MkNN. Thirty
prototype vectors are selected at random for each tissue. Fig.

5 (d) shows the results by the extended MkNN. The similar
results to Fig. 5 (b) are obtained even if the prototype vectors
are selected at random.

It is observed form those results that the accuracy of
the tissue classification is kept even if the number of the
prototype vectors is reduced and the prototype vectors are
selected at random.

Fig.6 shows the classification results for the test data.
Though the classification accuracy is a little bit behind, the
superiority of the extended MkNN still can be seen.

V. CONCLUSIONS

In this study, we have proposed an extended algorithm of
a multiple k-nearest neighbor (MkNN) for an intravascular
ultrasound (IVUS)-based tissue classification. of coronary
plaque. In the proposed algorithm, a weighted decision based
on the distance between the input vector and the training
vectors is employed instead of the majority decision in the
labeling process of the classes.

The experimental results show that the accuracy of the
tissue classification is kept even if the number of the proto-
type vectors is reduced. Future studies are to apply to other
IVUS data, and to find out the best feature vectors for the
best classification accuracy.
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Fig. 5. Tissue classification results by the normal MkNN and by the extended MkNN for the training data. (a) The tissue composition given by the
medical doctor by examining the dyed tissue using microscope. (b) The classification results by the normal MkNN. The number of the prototype vectors
for fibrous, lipid and other tissues are 300, 100, and 850, respectively. (c) The classification results by the normal MkNN The number of the prototype
vectors are 30 for each tissue. The prototype vectors are selected at random. (d) The classification results by the extended MkNN where the number of
the prototype vectors are 30 for each tissue. The prototype vectors are selected at random.
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Fig. 6. Tissue classification results by the normal MkNN and by the extended MkNN for the test data. (a) The tissue composition given by the medical
doctor by examining the dyed tissue using microscope. (b) The classification results by the normal MkNN. The number of the prototype vectors for fibrous,
lipid and other tissues are 450, 130, and 800, respectively. (c) The classification results by the normal MkNN. The number of the prototype vectors are 30
for each tissue. The prototype vectors are selected at random. (d) The classification results by the extended MkNN. The number of the prototype vectors
are 30 for each tissue. The prototype vectors are selected at random.




