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Abstract—A churn is defined as the loss of a user in an
online social network (OSN). Detecting and analyzing user
churn at an early stage helps to provide timely delivery of
retention solutions (e.g., interventions, customized services, and
better user interfaces) that are useful for preventing users from
churning. In this paper we develop a prediction model based
on a clustering scheme to analyze the potential churn of users.
In the experiment, we test our approach on a real-name OSN
which contains data from 77,448 users. A set of 24 attributes
is extracted from the data. A decision tree classifier is used
to predict churn and non-churn users of the future month. In
addition, k-means algorithm is employed to cluster the actual
churn users into different groups with different online social
networking behaviors. Results show that the churn and non-
churn prediction accuracies of ∼65% and ∼77% are achieved
respectively. Furthermore, the actual churn users are grouped
into five clusters with distinguished OSN activities and some
suggestions of retaining these users are provided.

Index Terms—Online social network, churn prediction, user
clustering, retention solution.

I. INTRODUCTION

WED-BASED online social network (OSN) sites have
large beneficial effects on people’s social communi-

cations through internet [1], [2]. Many OSNs (e.g., Facebook,
LinkedIn, and MySpace), which provide various services
to meet different user needs, are emerging and growing
rapidly with easier and better interactive experience [3]. A
large number of netizens register their personal accounts
at OSN sites with social communities in order to extend
their social relationships in local, national or worldwide
ranges by connecting with others. Such connections between
individuals are usually based on their manifest or latent
relationships fashioned by their self-disclosed information
such as personal profiles, locations, and interests [4]. Up
to now, more than a hundred OSNs have been launched
and many of them focus on providing local services to
users in their own countries with mother-tongue-only in-
terfaces by means of their inherent advantages in the as-
pects of local culture, daily lifestyle, online/offline behav-
ior, communication habit, and so on [5]. For example, in
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China, the most widely-used Chinese OSNs are: Renren
(renren.com), Qzone (qzone.qq.com), Weibo (weibo.com),
Kaixin001 (kaixin001.com), and Pengyou (pengyou.com),
who share the majority of China’s OSN market, traffic, and
users [5], [6].

Many studies based on OSN users with different purposes
have been achieved by using data mining techniques [7]-[9].
For an OSN service provider, the sustainable development
of the OSN site mainly depends on whether it has mass
users and how active they are [4]. Unfortunately, a problem
has been observed that many existing users behave inactively
on an OSN site or they completely leave the site. In other
words, the OSN site loses users. In this paper, the loss of
a user is defined as a churn. The analysis of user churn
problem has been studied in many different industries such
as telecommunications [10], [11], healthcare [12], financial
service [13], and banking [14]. For OSN service providers,
it has become increasingly important because user churn of
OSN sites causes direct revenue loss [15]. Besides, recruiting
a new user may cost higher than retaining an existing one
in internet industry [2], [15]. Therefore, it is important for
an OSN service provider to: (1) precisely and early locate
the users who are at high risk of churn in the near future
(i.e., the future month in this case); (2) timely prevent these
users from churning by using appropriate retention solutions
such as providing interventions through email, offering better
services, recommending interesting contents, etc.

Although the conventional approaches (e.g., usability test
and user interview) are useful for qualitatively knowing the
interactive problems and user expectations of an OSN site,
they are less helpful to identify who may churn in the future.
Hence, predicting future churns based on their past online
activity data plays an important role in delivering appropriate
retention solutions to them. In this study, the prediction was
achieved by means of a classifier that can distinguish the
users in two pre-defined classes (i.e., churn and non-churn)
because their online activity data contain information from
which churn and non-churn users can be derived. Classifiers
require that this information is first extracted from the data
as “attributes”. Several simple classifiers can be considered
for classifying churns and non-churns with acceptable per-
formances such as neural network (NN) and decision tree
(DT) [16]. Compared with a DT-based classifier, a NN-
based one cannot give an explicit expression of the attribute
patterns of classes in an easily understandable form, which
complicates user behavior interpretation for making decisions
during classification [17]. It means that only the churning
probabilities of users are provided without indicating which
attributes are more significant in discriminating with churn
and non-churn. Besides, a DT-based classifier can handle
both numerical and categorical data. In this study, a DT-based



classifier [18] is adopted to predict the class membership.
After locating the churn users, it is important to group

these users into different clusters based on their different
online activities so that the appropriate retention solutions
can be delivered to them. For this purpose, unsupervised
learning is recommended. From the practical point of view,
a k-means and a hierarchical clustering algorithm are consid-
ered due to the wide employment and the ease of implemen-
tation. However, a hierarchical algorithm requires a quadratic
computation complexity of O(N2) which is very intensive
to be applied on an internet dataset with a large number
of observations, while k-means algorithm only requires a
computation complexity of O(N) [19]. So a k-means clus-
tering algorithm is employed in this study for grouping the
churn users. Furthermore, after clustering process, a “second-
step” classifier can be determined based on the clustering
results that serve as the “ground-truth”. This classifier aims
at classifying an incoming user, who has been predicted as
a churn, into one of the defined clusters. Then the most
appropriate retention solution can be precisely delivered to
this user. This way is more effective to motivate churn users
to keep on using an OSN site because providing all registered
users a similar solution fails to consider that they usually
have different needs, intentions, and interests on the site.

The main contributions of this paper include: first, a large
real-world dataset is collected to study the churn pattern in
real application; second, a framework of churn prediction is
developed; third, we cluster the churn users based on their
online activities; fourth, different solutions of preventing
users from churning are suggested to different clusters.

II. DATA

Pengyou (formerly Xiaoyou), literally ”friend”, is one of
the famous OSN sites of China. It has been reported that
Pengyou has more than a hundred million registered users
[20]. Pengyou is a derivative product of an instant messag-
ing (IM) client of Tencent Inc., generally referred as QQ
(imqq.com), which is the most widely-used and popular IM
software in China with more than a billion registered users
[21]. In fact, a ”QQ-connection strategy” allows Pengyou
users logging in the site using their emails or QQ accounts.
It means that it allows a user automatically adding all QQ
contacts in Pengyou as friends. Thus, Pengyou shares a
large portion of the population of QQ users, which indicates
that a user is able to access both services with a unique
registered account. In addition, Pengyou has a function of
so-called ”QQ synchronization”. For instance, some new
feeds in Pengyou (e.g., messages, comments, statuses, and
friend invitations) are allowed to, after being chosen yes to
synchronize, be exported to a user via his/her QQ in the form
of reminder without any delay and obstacle, and vice versa.

In our experiment, the online activity data within a period
of one month (i.e., October, 2008) were collected from the
users on Pengyou. They were annotated to be churn or non-
churn by examining login activities to the site in the future
month (i.e., November, 2008). In other words, churn is the
case that there is no login activity to Pengyou in the future
month whereas there still is login activity in the current
month. The users in such case are labeled as ”churn” while
the others are labeled as “non-churn”. In this study, the
online activity data from 100,000 users (i.e., instances) were

collected in anonymity (in honor of user privacy and under
certain regulations) such as number of friends, total online
time, login times, active days, number of blogs written,
number of pictures shared, number of messages in guestbook,
login times in QQ, etc. Then a large dataset was built in
which various attributes (e.g., users’ statuses and login ac-
tivities) can be extracted. Note that all the data are monthly-
based. For instance, the number of monthly login times is
computed by summing the number of daily login times of all
the days in this month. Details of the attributes will be given
in Section III. Here the demographic information of users
like gender and age are excluded because such information
may be untrue or incompletely provided by users due to their
consideration of security and privacy.

In addition, after reviewing the dataset, some values of
the data perform very high or low comparing with others.
These outliers might be due to the system mistake when
data were collected. In particular, a small portion of the
values of some attributes (e.g., the number of playing online
games on Pengyou) are extremely high. It is because some
online game addicts used hack tools for cheating on games on
this OSN site. Since including these erroneous data seriously
contaminates the population and may give invalid results, the
original dataset should be cleaned up. The hacker-generated
outliers can be identified and then be discarded based on
the rules of hacker data detection. For the rest un-hacked
data, the threshold of detecting outliers is different for each
attribute. A conventional three-sigma test [22] can remove the
outliers lying outside the three times standard deviations of
the mean of an attribute’s values. This empirical test assumes
that the data under test should be normally distributed, which
is suggested by using a Q-Q plot method. Thus, a clean
dataset with 77,448 instances without outliers is used for
training and testing of a classifier. A portion of the clean
dataset with 25,170 churn instances (∼32%) is used for
building a clustering model.

III. ATTRIBUTE EXTRACTION

In total, 24 attributes are extracted from the data within
a month and are divided into five groups. They are in the
aspects of 1) status, 2) login activity, 3) basic operation
activity, 4) App (application) operation activity, and 5) IM
activity. Note that the values of each attribute are normalized.
A brief description of the five groups follows and the
attributes are listed in Table I.

1) Status Attribute - the number of friends of a user on
the OSN site indicates to what extent a user is connecting
with others.

2) Login Attribute - the monthly web-access activity in
Pengyou reflects that how active a user is in the community.
It can be measured by the attributes of monthly numbers of
login times, login days, active times, and active days. Number
of login times counts the number of logins to the OSN site
and number of login days sums the days in which login
occurs. A specific threshold is used to label if a user performs
active or inactive during the time interval from each login
to then log-off. Number of active times sums the number of
active time intervals of a month and number of active days
records the number of days, in one of which a user performs
active at least once. Total online time means the total time
(in minutes) of a user being online in a month.



TABLE I
LIST OF ATTRIBUTES

Group Attribute
Status attribute number of friends

number of login times
number of login days

Login attributes number of active times
number of active days
number of total online time
number of blogs written
number of videos shared
number of pictures uploaded

Basic operation attribute number of friend invitations sent/received
number of messages in guestbook
number of times of status updated
number of times of events updated
number of times of privacy settings edited
number of times of profile updated
total number of basic operations
number of times of playing game 1

App operation attribute number of times of playing game 2
number of times of playing game 3
total number of App operations
number of login times

IM attributes number of login days
number of messages
membership level

3) Basic Operation Attribute - exploring the operations
of playing basic functions of the OSN site provides more
details in understanding to what extent a user is attracted
by these functions. Attributes can be extracted based on
the operations such as number of blogs written, number
of videos shared, number of pictures uploaded, number of
friend invitations sent and received, number of messages in
guestbook, number of times of status updated, number of
times of events updated, number of privacy settings edited,
number of times of personal profile updated, and the total
number of these basic operations.

4) App Operation Attribute - rather than basic operation
attributes, applications seem more attractive to many users
due to their fun of playing. Currently, releasing application
programming interfaces (APIs) to the third parties provides
opportunities to a social network platform on building a more
active and enjoyable environment on the site. Therefore, such
applications often imply how active an OSN is. Here the
number of times of playing an online game application is
considered and three featured games are involved, which
means three attributes are extracted. Besides, the total num-
ber of times of playing these three games is also included.

5) IM Attribute - as explained in Section II, a user is
allowed to log in the OSN site (i.e., Pengyou) and the IM
client (i.e., QQ) by using the same username and password.
So such connection and synchronization of these two plat-
forms indicate that the activity of using the OSN site may
highly correlate to that of using the IM client, which thus is
worthwhile to be investigated. Therefore, the number of login
times and the number of login days on QQ are extracted.
Number of messages includes the total number of messages
sent and received in that month. And membership level is
proportional to the total time and activity of using QQ.

IV. TECHNICAL APPROACH

In order to provide timely and effective retention solutions
to prevent users from churning in the future month, the users
should be first detected before they actually churn.

A. Prediction

A DT-based classifier is adopted in this study to predict
churn and non-churn users. It is a simple yet powerful
method for deriving classification rules from a set of labeled
instances [18]. Over many other classifiers, a DT-based
classifier has advantages that, first, it can be extended to
non-numeric domains where the attributes are categorical
data rather than numerical data; second, a decision made
from the node to the final labeling is easy to follow and
interpret. It helps to understand attributes that perform as
better indicators in predicting churn instances. This delivers
a useful message of making a proper retention solution to
prevent users from churning. However, tuning parameters of
the tree such as the numbers of leaves and nodes should
be careful in order to avoid over-fitting (or under-fitting) the
data. A DT-based classifier is achieved by making a sequence
of decisions along a path of the nodes of a constructed tree
trained by the attributes of training set. In the training phase,
at each node of the tree, a decision rule splits the instances
into two or more partitions and new nodes are then generated.
Splitting criterion is adopted according to which the best split
from the set of candidates is chosen. The stopping criterion
controls the growth of the tree and a node is considered to be
terminal or a leaf node. Once a tree is built after training, new
instances are able to be classified via making a sequence of
decisions on their corresponding attributes. More details of
the DT-based method can be found in [18] and [23]. Usually,
overall accuracy, which is computed through dividing the
number of instances by those correctly predicted, is used
to measure the performance of classification. This agrees
with the assumption that, during the decision making step,
the same misclassification costs are assigned to all classes.
However, such overall accuracy may not be a perfect criterion
for classification, especially for the situation of unbalanced
class distribution. For the binary classification problem in this
study, a well refinement was achieved by means of receiver
operating characteristic (ROC) analysis, which can adjust
the global decision making threshold to be optimal [24].
It is biased to search the optimal threshold by maximizing
the sum of sensitivity and specificity in plotted ROC curve,
which is one of the most commonly used criteria, known
as Youden’s criterion [25]. For any given threshold T, the
Youden’s index is

Y = argmax
T

(SE(T ) + SP (T )− 1) (1)

where SE is sensitivity (i.e., true positive rate) and SP is
specificity (i.e., true negative rate) in a 2×2 confusion matrix
in a binary-class problem (see Table II).

B. Clustering

After the users with high risk of churn are detected, it is
important to analyze these users in order to further provide
them with the most appropriate solutions of retention. Here
unsupervised learning is employed to group the churn in-
stances. The predicted churn users who are not actual churns



TABLE II
CONFUSION MATRIX OF A TWO-CLASS PROBLEM

Predicted churn Predicted non-churn
Actually churn True Positive False Negative

Actually non-churn False Positive True Negative

are rejected in the learning process because including these
misclassified instances may lead to bad performance of a
clustering model.

In this study, a k-means clustering algorithm [26] is
used. The main purpose of k-means algorithm is to define
k centroids, one for each cluster. The number of clusters
k is known a priori and the centroids are estimated by
means of iterative refinement process. In the beginning, k
points are randomly chosen as the initial points to create k
clusters, which are partitioned by associating those points
with nearest means in the corresponding clusters. Then the
cluster means become the new centroids. Such processes are
repeated until dynamic centroids reach convergence, which
means the locations of the k centroids have no more changes.
The final centroids of the k clusters are then determined. Here
given a set of observations x1, x2, . . . , xn, where each of
them is a user’s attribute vector with m dimensions. Here n is
the number of instances in the dataset and m is the number of
extracted attributes. The k-means algorithm partitions the n
instances into k groups G = G1, G2, . . . , Gk by minimizing
the following function within clusters:

J = argmin

k∑
j=1

n∑
i=1

‖x(j)i − cj‖
2. (2)

where cj is the mean of points in cluster j denoted as the
cluster center, ‖x(j)i −cj‖2 is the square of Euclidean distance
between a data point and the cluster center cj .

Once the centroids of clusters are defined, a new incoming
user is classified by selecting the minimal Euclidean distance
between this sample and the previously defined centroids.
The question then is that how to select the number of clusters
k (0 ≤ k ≤ n). Here we use a selection method based on
clustering results [27], where an objective evaluation measure
is employed to select the number of k. The measure is
calculated as a distortion function DF (k) that converges to
a constant value when k increases. The minimum of DF (k)
is suggested where k should be regarded as the number of
clusters. The distortion function DF (k) is given by:

DF (k) =


1, if k = 1
Dk

αkDk−1
, if Dk−1 6= 0,∀k > 1

1, if Dk−1 = 0,∀k > 1

(3)

where k is the number of clusters, Dk is called the sum of
all distortions. The distortion of cluster j is the square sum
of all the distances between within-cluster data points and
the cluster center in this cluster. Dk is computed as follow:

Dk =

k∑
j=1

nj∑
l=1

〈xj,l, cj〉2 (4)

where 〈xj,l, cj〉2 is the distance between the lth data point
xj,l and the center cj of cluster j, and nj means the
number of data points within cluster j. Besides, αk is a

weight factor that equals to 1− 0.75d when k = 2 and
αk−1 + (1− αk−1)/6 when k > 2, here d is the number of
attribute dimensions in the dataset. The evaluation function
aims at selecting optimal k by minimizing the sum of within-
cluster distortions.

V. RESULTS AND DISCUSSION

As observed from the annotation obtained in the future
month, the number of churn users takes ∼32% in the clean
dataset. A 10-fold cross validation was used in the experi-
ments. Fig. 1 shows the ROC space of the prediction perfor-
mance by using a DT classifier, where the optimal searched
result is marked based on the sweep of a decision making
threshold in terms of Youden’s criterion. By applying ROC
optimization in the classification, the Youden’s index reached
0.42 with an obvious improvement of ∼0.06 compared to
the original result. Table III shows an increase of 16.6% in
sensitivity (i.e., churn prediction accuracy) and a comparably
less decrease of 10.8% in specificity (i.e., non-churn predic-
tion accuracy), even there is a slightly decrease in overall
accuracy. Among all the extracted attributes, the one number
of friends achieved the strongest capability in discriminating
with churn and non-churn users on Pengyou. Some other
classifiers (e.g., k-nearest-neighbors, naı̈ve Bayes) have also
been examined, but they offered no significant improvement
compared with a DT-based classifier.

As discussed in Section II, 25,170 users’ data in the clean
dataset were taken into account for building a clustering
model. Fig. 2 shows that the number of the clusters k is pre-
selected to be 5 as the best one based on the clustering perfor-
mances by sweeping the k from 1 to 20. In practice, selecting
a larger k makes no sense that is considered to be over-
fitting the clustering model. It also complicates interpreting
the reasons of user churn and delivering retention solutions
to more than 20 clusters. Fig. 3 indicates the distribution of
the five distinguished churn clusters. In terms of the OSN
activities of the churn users on Pengyou in the past month,
some details of the five clusters are given in the Table IV,
where five most representative attributes are visualized for
comparison between the average of all the churn users and
the average of the churn users belonging to a specific cluster.
Hence, relative difference ratio (RDR) is measured for such
comparison. Followings are the explanations the five churn
clusters with different online activities.
• Cluster 1 (“come-and-leave users”) - Approximately

30% of the churn users are observed in this cluster who
generally behaved inactively. They did not have many friends
in the community. They were with less logins both on
Pengyou and QQ and were below average in both basic
and App operations in the past month. A reason might be
that such users registered Pengyou accounts by accident but
they could not find any interesting things before they left.
Thus this cluster of users can be named by “come-and-leave
users”.
• Cluster 2 (“IM-active-only users”) - The users in this

cluster were inactive on Pengyou, rather that they were quite
active on QQ. It can be imagined that these users might come
to Pengyou via “QQ synchronization” but they still preferred
to stay in their QQ networks. Another reason might be that
Pengyou, as an social network site, could not be clearly
differentiated from a traditional instant messaging network.



Fig. 1. Prediction performance using a DT classifier in the ROC space.
The optimal result, represented by the circle marker, is searched based
on Youden’s criterion. The dotted line represents the classes with no
discrimination as a random guess.

TABLE III
COMPARISON OF PREDICTION PERFORMANCE

Original Results Optimal Result
(without ROC) (with ROC)

Sensitivity 48.5% 65.1%
Specificity 87.6% 76.8%

Overall accuracy 74.9% 73.0%
Youden’index 0.36 0.42

• Cluster 3 (“friend finders”) - Friend finders usually focus
on seeking their old friends or making new friends through an
open social network. They can realize that an OSN site offers
them a more convenient approach where they are able to
connect with others for socializing on internet. However, they
churned eventually even they have many friends at hand and
are interested in interacting with their friends. It might be due
to that their friends were not the ones as expected or these
friends were not active on the site. Another explanation is
that these users only collected friends rather to communicate
with them. “friend finders” takes ∼20% of the total churn
users.
• Cluster 4 (“a-bit-of-everything users”) - It is noticed

that a cluster of churn users (∼9%) behaved active in basic
operations as well as in logging in Pengyou. They did not
often play OSN Apps or games, but preferred to use around
the typical OSN functions such as sharing contents, writing
blogs, updating status, uploading pictures, and etc. However,
this cluster of users left the site after all, which might result
from that the basic functions were not sufficient to make them
stay in the network for a longer time. In other words, they
could only realize this is a “website” rather than a “network”.
• Cluster 5 (“App players”) - There are around 6% of

the churn users who were only fascinated in playing OSN-
based game applications. They were completely attracted by
games rather than any other functions or social activities.
Hence, these users might leave the site in case of feeling
jaded or bored of a game because of the “life-cycle limit” of
an online game/App for players.

The OSN activities are qualitatively summarized in Table
V with the denoted levels of “high”, “moderate”, and “low”.
Actually, in the clustering process, the attributes can be
weighted. The weights usually depend on the preferences

Fig. 2. Evaluation of DF (k) by sweeping k from 1 to 20 for k selection.

Fig. 3. Distribution of the five churn clusters.

and/or the specific requirements of investigation of an OSN
service provider. They may also depend on that in which
aspects, corresponding to attributes, are being focused more.
But these weights need to be carefully determined in prac-
tice. In terms of the characteristics of the five clusters,
specified retention solutions should be carefully studied for
the purpose of effectively preventing users from churning.
For example, for the “come-and-leave users” and “a-bit-of-
everything users”, user interview and focus group might be
good approaches to use in order to understand user needs
and interests on an OSN site. It is because a qualitative
investigation usually yields good explanations to the results
of a quantitative study. Recommending new friends who are
active on the site to the “friend finders” is useful to prevent
them from churning. It is also important to design a better
user interface for them to find these new friends more easily.
It has been observed that “App players” prefer online games
to others on an OSN site. Then, developing essential Apps
for them fits their needs well. A reason of their churning
might be due to that the life-cycles of the games they played
are too short. So automatically collecting many new Apps
for them according to their preferences can be an effective
solution of retention. The problems such as “what kind of
Apps a user like” and “in what context he/she plays” are
suggested to be further investigated. For the “IM-active-only-
users”, apparently, it may be helpful to intervene through the
synchronized instant messenger (i.e., QQ in this case), such
as providing a quick entrance or interesting feeds of Pengyou
in the client panel of the instant messenger.



TABLE IV
THE RELATIVE DIFFERENCE RATIOS (RDRS) OF THE FIVE REPRESENTATIVE ATTRIBUTES OF THE CHURN USERS IN THE FIVE CLUSTERS

Number of Number of Total number of Total number of Number of
friends OSN login times basic operations App operations IM login times

Cluster 1 (“come-and-leave users”) -0.5 -0.4 -0.3 -0.5 -0.6
Cluster 2 (“IM-active-only users”) -0.5 -0.2 -0.3 -0.7 0.6
Cluster 3 (“friend finders”) 1.5 -0.5 0.0 -0.8 -0.2
Cluster 4 (“a-bit-of-everything users”) 0.1 0.6 2.0 -0.4 -0.1
Cluster 5 (“App players”) -0.2 4.6 0.1 10.2 0.2

TABLE V
QUALITATIVE SUMMARY OF CHURN USERS’ OSN ACTIVITIES WITH DENOTED LEVELS “HIGH”, “MODERATE”, AND “LOW”

Status Login Basic operation App operation IM
(nr. of friends) activity activity activity activity

Cluster 1 (“come-and-leave users”) Low Low Moderate Low Low
Cluster 2 (“IM-active-only users”) Low Moderate Moderate Low High
Cluster 3 (“friend finders”) High Low Moderate Low Moderate
Cluster 4 (“a-bit-of-everything users”) Moderate High High Low Moderate
Cluster 5 (“App players”) Moderate High Moderate High Moderate

VI. CONCLUSION

In this paper, we propose an approach to reveal the churn
pattern of the OSN users using data mining techniques. We
collected a large clean dataset of 77,448 users from one of
the largest OSN sites in China, called Pengyou. A DT-based
and a k-means algorithms allow us to process large amount
of data in a timely manner. The experiment shows that
∼77% non-churn users and ∼65% churn users are correctly
predicted in terms of Youden’s criterion rather than overall
accuracy. In addition, a clustering model is built based on
the 25,170 actual churn users, which are grouped into five
clusters by using a k-means clustering algorithm. The churn
users of each cluster are analyzed and some suggestions
of retention solutions are provided to prevent them from
churning. In other words, by analyzing the known online
activities of users in the current month, they are first detected
to be churn or non-churn users of the future month and then
are classified into one of the five clusters if they are likely to
churn. Consequently the most appropriate retention actions
can reach them in an early stage.
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