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Abstract— The system for multispectral acquisition and inspection of anatomical structures of an eye is presented. It is dedicated to the diagnoses of retinal and external eye structures. The basic components of the system are a slit lamp, liquid crystal tunable filter, high sensitivity monochrome camera and specialized control software. Multispectral image processing procedures to the visualization and further processing purposes are proposed. Dimensionality reduction techniques are used to reduce spectral space into three dimensional ones by linear and non linear transformations. On the basis of three dimensional spaces color images are constructed. To reduce the impact of non uniform lightening of captured spectra, two methods of spectra normalization are proposed. The examples of collected multispectral images containing eye structures and the results of their processing are presented.
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I. INTRODUCTION

A. Multispectral imaging

Visible light is caused by electromagnetic radiance which reaches a human eye. The radiance passing the lens of a human eye is focused on a retina. The three types of photoreceptors are located on human retina. They aggregate captured radiance and send aggregated data to the human brain, which reconstructs color image. This is the reason why color spaces are three dimensional. The dimensions of a basic color space correspond to the aggregation of radiance intensities of retina photoreceptors. Because of hardware limitations, the color acquisition is usually performed by RGB detectors. They aggregate electromagnetic radiance intensities according to the spectra of red, green and blue colors. RGB detectors are very similar to retina photoreceptors, but they do not fully correspond. It results in the impossibility to obtain complete color palette visible by a human.

Much more detailed information of an electromagnetic radiance is stored by multispectral images. They contain direct spectral data of its every pixel, represented by radiance intensities captured for successive wavelengths. A multispectral image has a form of three dimensional cube. Two dimensions are responsible for a spatial domain and the third one is of spectral domain. Its structure can be divided into spectral channels, each of them containing intensities of selected wavelength and represented by a monochromatic image. The spectral resolution depends on number of spectral channels.

Multispectral imaging gives detailed spectrum data about its every pixel, in contrast to the color image, which contains only spectrum aggregation. Thus, objects indistinctive in color spaces still could be discriminated in spectral spaces. This gives new possibilities to applications of imaging systems, but also makes processing and the analysis of such multichannel images much more complex and difficult.

There are many applications of multispectral imaging: Biomedicine: The methods of tumor and cancer detection based on spectral data can be found in [1],[2],[3],[4]; Geography and geology: Multispectral imaging improves objects detection and classification, for instance of rocks, soils and vegetation [5]; Agriculture and forestry: Evaluation of plants state population, ocean flora or forest stands is more detailed thanks to multispectral imaging. For instance in [6] spectral imagery is applied to the detection of vegetation of ten different classes; Archeology and art history: It is used in verifying the authenticity of works of art, as for instance paintings or books, and in detecting some hidden contents. In [7] 16th century paintings are analyzed to characterize the paint layers. There are also multiple applications in such areas as biology, crime detection, salvage service, meteorology, etc.

B. Retinal diagnosis based on color imaging

The idea of application of multispectral imaging to ophthalmic diagnosis is based on our earlier experience of multispectral imaging in cancer detection and experience and the analysis of the methods proposed in the literature for diagnoses of glaucoma and diabetic retinopathy diseases, based on color fundus eye images. These diseases are two most often causes of blindness in current population.

In case of glaucoma, the increased pressure causes optic disc degeneration, damaging eyecup shape, especially in comparison to the shape of the optic disc [8]. In [9] the method which uses shape coefficients of the segmented eyecup and optic disc, genetic feature selection technique and multilayer perceptron classifier is proposed for
Diabetic retinopathy results in retina degenerations. In the first stage of the disease the structure of capillaries is damaged. Local dilations occur, visible as small red spots on retina images. Further, the artery strokes appear. The accumulations of lipids and protein cause other lesions called exudates. They are represented by bright, reflective, white or cream colored areas of different sizes on retina, similar to optic disc and eyecup, but with irregular shapes. In the last stage of diabetic retinopathy, the structure of vascular network is degenerated, forming shapes with greater curvature. There are numerous methods meant to detect diabetic retinopathy symptoms based on the color retina images. The microaneurysm can be located by HitMiss operator and watershed transform [17], blood vessels by top-hat applied to the contrast enhanced image [18] or top-hat followed by toggle mapping technique [13] and exudates by geodesic reconstruction [19]. Similarly to glaucoma, there is no strict distinction in color spaces of detected abnormalities and anatomical structures.

II. MULTISPECTRAL CAPTURING DEVICE FOR OPHTHALMIC DIAGNOSIS

In multispectral acquisition of eye structures we use our prototype multispectral capturing device [20]. Its main components are liquid crystal tunable filter [21], high sensitivity monochrome camera and dedicated control software. The tunable filter can control spectral transmission by proper polarization of crystal plates. It removes electromagnetic radiance outside narrow specified range. High sensitivity monochrome camera is responsible for capturing radiance passing through the filter. It summarizes the intensities from the visible light range. Thus, it registers only the radiance of the specified wavelength. The camera and the filter are synchronized by dedicated control software. The control software iterates the acquisition of successive spectral channels. It sets the filter with the specified wavelength, waits until the “ready” reply and communicates with the camera to take photograph. Suitable device interfaces for the filter and camera are designed, hence the software implementation is not limited to applied hardware.

To be able to capture anatomical eye structures, a slit lamp is placed at the front of the multispectral device. It has to be extended with a Volk lens or substituted by a fundus camera in the case of retina acquisition. Optical systems of a slit lamp or fundus camera and the proposed multispectral device are connected by means of interconnective objective, which focuses the radiance on the CCD detector of a camera. The resolution of the spectral domain depends on the ability of the filter – the size of the filtered window. The structure of the proposed capturing device is presented in Fig. 1.

While constructing the device, we have chosen a Varispec liquid crystal tunable filter [22] and an Andor Luca monochrome camera [23]. The above mentioned window size of the filter gives 21 different disjoint spectral channels from the range of the visible light. The average switch time for the filter is about 50ms. The Andor camera has a low noise CCD matrix, VGA resolution and a 16 bit grayscale. The prototype model of our multispectral capturing device is presented in Fig. 2 [24].
The least complex visualization of a multispectral image, which stores all pieces of information, contains every interest. Detailed analysis has to be carried out taking into quick preview purposes, for instance to localize region of color camera. In practice it should be applied only to the RGB color space causes significant loss of information. However, the transformation of multispectral images to the basis of supervised learning can be found in [20].

RGB color space. The results of calibration of our device on transformation between spectral space of the device and image. It requires calibration process, which determines the limited. It is still possible to reconstruct the original color spectral wavelengths of the following image points is large set images, hence the analysis of relations between human. We are not able to observe simultaneously such a visualization is the inconvenience of the inspection for a front part of an eye. For the retina image the greatest contrast is visible for green and yellow color ranges. That is what we have expected. Dominant colors of a retina are red, orange and yellow. The red color has strong intensity for all parts of the retina, but low variation, which means it is not very distinctive.

. We can notice much greater noise for the shorter wavelengths, especially for the retina image. It is caused by non uniform characteristics of the filter which smoothers radiance differently in the following spectral windows, much stronger for shorter wavelengths [25],[20]. The second reason is the fact of lower contrast of retina for blue color range.

On the basis of spectral channels analysis, we can evaluate their distinctiveness to selected anatomical structures. There are no great differences between spectral channels for the front part of an eye. For the retina image the greatest contrast is visible for green and yellow color ranges. That is what we have expected. Dominant colors of a retina are red, orange and yellow. The red color has strong intensity for all parts of the retina, but low variation, which means it is not very distinctive.

Fig. 4 Multispectral image of a retina

### III. DIMENSIONALITY REDUCTION

The least complex visualization of a multispectral image, which stores all pieces of information, contains every multispectral channel as a separate monochrome image, as shown in Fig. 3 and Fig. 4. The main disadvantage of such a visualization is the inconvenience of the inspection for a human. We are not able to observe simultaneously such a large set images, hence the analysis of relations between spectral wavelengths of the following image points is limited. It is still possible to reconstruct the original color image. It requires calibration process, which determines the transformation between spectral space of the device and RGB color space. The results of calibration of our device on the basis of supervised learning can be found in [20]. However, the transformation of multispectral images to RGB color space causes significant loss of information stored by spectral spaces and makes the device a default color camera. In practice it should be applied only to the quick preview purposes, for instance to localize region of interest. Detailed analysis has to be carried out taking into consideration all spectral data.

Some of the attributes of high dimensional spaces are very often correlated with each other and some of them are meaningless. It makes it possible to reduce them into lower dimensional spaces, retaining the majority of the information. Crucial is the technique of dimensionality reduction which should be able to explore the original feature space by determining the independent, most significant transformations of the input attributes.

Taking that into consideration, we have decided to color a multispectral image artificially on the basis of the spectral space dimensionality reduction to three dimensions. The new space components are considered to be RGB color values. The proper choice of the reduction method would store most of the data of the spectral space. What is more, a single color image can be easily interpreted and analyzed by a human.

There are numerous dimensionality reduction techniques. We can divide them into two main categories: the linear methods which linearly transform input feature space and non linear methods. Non linear methods assume the existence of low dimensional manifolds on the basis of which the input data is localized and describe the transformed data by their positions on the discovered manifolds.

The best well known examples of linear methods are: 1) Principal Component Analysis (PCA) [26], which finds the linear combinations of input variables with the greatest variances, 2) Independent Component Analysis (ICA) minimizing statistical dependency between transformed components [27], and 3) Linear Discriminant Analysis (LDA). LDA is a supervised method, which means that the input data has to be grouped into classes. LDA finds linear combinations with best possible discrimination between the input vectors of different classes [28]. It is strongly related to the class selections and cannot be performed automatically – the multispectral images have to be labeled by class values, prior to the reduction.

The extension of the PCA is the Kernel Principal Component Analysis (KPCA). KPCA maps the original space on the basis of kernel function, which allows us to take its non linear properties. into consideration [29]. Other most often used nonlinear reduction methods are Isomap and Local Linear Embedding (LLE). Isomap applies Multidimensional Scaling (MDS), which preserves the distances between objects in the lower dimensional spaces. The geodesic distances in the original space are considered by the Isomap. LLE assumes local linearity of the input space and reconstructs each sample by the linear combination of its neighbors. In the final step of LLE, the determined weights are mapped on the embedding global coordinates.

The machine learning techniques require a trainset, the set which is the base for the exploration and data mining of the input feature space. For the linear dimensionality reduction it determines the coefficients of linear transformations and for the non linear reduction it allows to discover manifolds. In case of the spectral space reduction of multispectral
images we can prepare two types of the trainsets: the local and global ones. The local trainset contains spectral signatures only for the reduced image and the global one is constructed on the basis of multiple images. The local trainset is suited to the reduced image better, it means that the reduction would preserve more details and the visualization would reveal stronger the invisible regions. Unfortunately, it has also one important disadvantage – the generated color images representing different multispectral photographs are not directly comparable – the same colors in different images may correspond to other regions in the spectral space. For the global trainset, the selection of the images is crucial. The representation of the reduced spectral regions in the trainset is necessary for the proper reduction. There is one limitation of the Isomap and LLE reductions. The discovered manifolds by them are not general, because they are directly associated with the trainset samples. It means that only samples of the trainset can be reduced. It causes a restriction for the global trainset, which has to contain spectral signatures of the reduced image. There is no such a constraint for other described techniques. There are many applications of dimensionality reductions. We briefly enumerate only a few of them. In [30] and [31] the linear PCA and ICA methods are used for the motion capture skeleton model parameters and binary silhouettes extracted from the video images. In [32] the silhouettes are reduced by Isomap. The sequences of reduced human poses are classified by Dynamic Time Warping, Hiden Markov Models and on the basis of extracted sequence features. The sequences of reduced human poses extracted from the video images. In [33] the silhouettes are reduced by Isomap. The sequences of reduced human poses are classified by Dynamic Time Warping, Hiden Markov Models and on the basis of extracted sequence features. The application of Kernel PCA to pose classification is presented in [33]. Dimensionality reduction is a major step in the most application of Kernel PCA to pose classification is presented in [33]. Dimensionality reduction is a major step in the most application of Kernel PCA to pose classification is presented in [33].

IV. SPECTRA NORMALIZATION

There is one more issue to consider before performing dimensionality reduction. It is non uniform lighting condition during the acquisition process. It usually has greater intensity in the center area and is weaker in the neighborhood of boundaries. It is possible that dimensionality reduction discovers this fact and would construct new spaces on the basis of spectrum intensity rather than its shape.

To minimize the impact of non uniform lightening on dimensionality reduction of spectral space we propose two spectral normalization approaches N1 and N2. Both of them work independently for each image pixel.

In N1 a spectrum is fitted to (0,1) range in a linear way. It turns out that if we know the matrix M of the dot products in the space F, the problem is simplified to determination of the eigenvectors and eigenvalues of the matrix M in the training phase and performing linear combinations on the basis of calculated dot products in F in the reduction phase:

\[
M_{ij} = (\Phi(x_i) \cdot \Phi(x_j))
\]

(2)

\[
(V^k \cdot \Phi(x_i)) = \sum_{i=1}^{k} \alpha_i^k \cdot (\Phi(x_i) \cdot \Phi(x))
\]

(3)

where \(V^k\) is the k-th eigenvector of M and \(\alpha_i^k\) is its i-th component. It means that we do not have to know direct mapping \(\Phi\), only the way to calculate the dot products in F is required. They can be determined on the basis of the kernel functions [29], [45]. The most often used ones are radial basis functions

\[
k(x_1,x_2) = \exp \left( -\frac{||x_1-x_2||^2}{2\sigma^2} \right)
\]

and polynomial \((k(x_1,x_2) = (x_1 \cdot x_2)^d)\) kernels.

\[
\Phi: R^N \rightarrow F
\]
\[ c(x,y) = \min_{\lambda} I(x,y,\lambda) \]

In N2 the spectrum components form a vector, which is resized to default unit length:

\[ I_{N2}(x,y,\lambda) = \frac{I(x,y,\lambda)}{\|I(x,y,\lambda)\|} \]

where \( \|I(x,y,\lambda)\| \) is a spectrum norm. We use Euclidean metric:

\[ \|I(x,y,\lambda)\| = \sqrt{\sum_\lambda I^2(x,y,\lambda)} \]  

(V. RESULTS AND CONCLUSIONS)

Because of limited paper size only results obtained for local trainsets and polynomial kernel function of KPCA method are presented.

Fig. 5 and Fig. 6 contain aggregated variance covers of the first n principal components for the front part of an eye and retina images respectively. The dimensionality reduction is much more efficient for the eye image - three PCA components store almost 93% of variance. Spectral channels of a retina image are much less correlated. However, in that case, three dimensional space obtains still acceptable level of 53% of variance cover.

Fig. 5 Variance cover of PCA components for image from Fig. 3. (Raw – without normalization, N1 – normalization N1, N2 – normalization N2)

Normalization N1 for the front eye image makes the dimensionality reduction more difficult. There is no such an observation for the retina image – the results are very similar to the raw spectra. Normalization N2 improves variance cover for a retina image and does not have an impact on variance cover of eye image.

Fig. 6 Variance cover of PCA components for image from Fig. 3. (Raw – without normalization, N1 – normalization N1, N2 – normalization N2)

In Fig. 7 the PCA eigenspectra for both analyzed in the paper images are presented. The absolute values of coefficients are visualized. First, most informative, PCA component covers green and red color range for the retina image and almost all visible light range for the front eye image. This is what we expected. Dominant colors of a retina are red and green and front eye is mainly grayscale.

Fig. 7. PCA Eigenspectra for images from Fig 3 and Fig. 4

Fig. 8. Dimensionality reduction results of the eye multispectral image from Fig. 3 (PCA – Principal Component Analysis, KPCA Kernel Principal Component Analysis with Polynomial Kernel, N1 – Normalization N1, N2 Normalization N2)

Fig. 9. Dimensionality reduction results of the retina multispectral image from Fig. 4 (PCA – Principal Component Analysis, KPCA Kernel Principal Component Analysis with Polynomial Kernel, N1 – Normalization N1, N2 Normalization N2)

Fig. 8 and Fig. 9 contain color images representing the first three components of reduced feature spaces for the front eye and retina images respectively. The results are satisfactory.
For the front eye image there are visible boundaries between basic anatomical structures. Especially the contrast of the ciliary body is enhanced. In the case of retina image, optic disc, macula and vascular network regions can be discriminated. In our subjective opinion the best result for the front eye image is KPCA N1 and for the retina image is PCA N2.

The normalization minimizes non uniform lighting conditions, but in some cases it also removes discriminative data of anatomical structure from a spectral space. It can be noticed for an iris of the front eye image.

We are going to continue the work. On the basis of reduced data of anatomical structure from a spectral space. It can be discussed. In our subjective opinion the best result for basic anatomical structures. Especially the contrast of the human retina: detection of the optic disc and the vascular tree using morphological techniques. Proc. 2nd Int. Symp. Medical Data Analysis, 282-287, 2001.
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