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A Multi Agent Scheduling Integrating Planning
and Maintenance for Generalized Floor Shops

S. Bouzini-Hassini, F. Benbouzid-Sitayeb, S. Aknine

Abstract- Multi-agent scheduling offers reactivity and
distributed decision-making for floor shop control. Agents, which
may represent any entities that act in production,negotiate to
find best schedules. In this paper, we present a wemulti-agent
scheduling method that integrates both planning andnaintenance
activities. Actually, more than one plan can be gesrated for a job
production. We suppose that plan selection must depd on
information about machines maintenance and statesot offer
realistic schedules. Tests demonstrate that despitecreasing time
resolution with the agents’ number, our system iscalable with
reduced Cmax and machines failure risk.

Index Terms: Maintenance, Multi Agent Systems, Negotiation.
Planning, Production Systems, Scheduling.

. INTRODUCTION
I n manufacturing systems, scheduling is an esseattality

has several plans that can be followed. In recerdrsy
integrating planning and scheduling has attractgdirierest
because it allows deciders to choose the prefesatdtion
among several alternatives. Job plan selectionasedh on
scheduling results. The best plan corresponds ¢o bibst
schedule.

Actually, after a certain period of use, machinas break
down and then provoke production disturbance. Ticatilly,
maintenance intervenes after a machine failure rokeroto
restore its good state. This maintenance categoryalled
corrective maintenance. However, preventive maartea has
been introduced to carry out maintenance operations
machines and equipments before the failure talkesephlnd at
fixed time intervals previously established. Thgegtive of
this latter is to prevent failures before they happand
therefore to minimize the probability of failure.sAa
consequence, preventive maintenance activities havée

where deciders must assign actions and deadlines seheduled at their turn with respect of productsshedules

production resources with respect to time and cosstraints.
Face to changes that may occur during productlandirival

because they use the same machines.
In this paper, we propose a new scheduling methadl t

of unexpected tasks and machines breakdown, productintegrates both planning and maintenance activitiedeed,

control has to be more reactive and flexible to uems
robustness. A control strategy is said robust ii§ insensitive
to changes that may occur during production procése

scheduling problem is recognized to be NP Compldte

introducing machine-states and maintenance aefviinto
scheduling and planning help deciders to choodestiegplans
where risks of breakdown and machine unavailabititg
reduced. The proposed method called MASMPLAM (for

Multi Agent Systems (MAS) have been used to sohe t Multi Agent Scheduling Method based on Planning and

scheduling problem [2] [3]. Autonomy, reactivity dan
reasoning properties allow agents to be an efficgapport for

decision making. Agents may represent any entamg in

production (jobs, products, machines, etc). Theyotiate to

get an agreement on tasks and deadlines allocatien the

machines.

Planning is an important activity closed to schadul It
generates, for a given job, tasks that must beutedc the
needed machines and tools to its realization. Keryejob to
be realized, at least one plan can be identifiddlaps, several
plans can be generated for one job. In generalstemps,
machines can be identical or with different optiothat
characterize one machine over the others. This eminis
known as Flexibility [6]. A job realization is saftéxible if it
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Maintenance data) is based on multi agent syst@ingee
types of agents are considered: Job Agent, PlamtAged
Machine Agent.

The rest of the paper is organized as follows. he t
following section, we present a survey of relatedriw In
section 3, we develop the suggested scheduling aaeth
Section 4 presents experimental results. Finalctisn 5
summarizes contributions of this paper.

. RELATEDWORK

Scheduling problem has been widely studied and many

methods have been proposed. After our literatuveewe we

find that research in this area can be classifiezb@ing to

three criteria:

« Adopted resolution approachesxact [7] or approached
methods [8].
algorithms are efficient for problems with smallnmiber of
machines. They give exact and optimal solutioncase of

problems with large number of machines, approached
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methods like genetic algorithms are preferred bes@xact generates a schedule for production then maintendnc
methods fail to find solutions within reasonabletaking production tasks as constraints; or gensratschedule
computational times. Approached methods don't geeer for maintenance then production by taking maintepaiasks
optimal schedules but acceptable ones. as constraints. On the other hand, tatal integration

« Deterministic or stochastic scheduling scheduling is Simultaneously generate schedule for both productod
deterministic if its initial data (job and task noes, Maintenance tasks. In [11], authors propose a catpe
machine-state.... etc) are supposed unchangeablen SOethod between two systems each one dedicatecetofdhe
models assume that all parameters are well-knowah a@ctivities: production and maintenance. Productasks are
precisely defined [9]. However, a scheduling ischstic  first scheduled by following a multi-agent negdtat model.
[10] if it takes into account events, which maytdis Then, the same negotiation model is applied to dulee
production, as well as uncertainties in time preggsand Maintenance tasks. FinallyNegotiation Agentries to find a
machine availability. In stochastic scheduling, oteion ~consensus among the two responsible of the twersigst

process is composed of two phasesedictive phaseand
reactive one Thus, proposed schedules can be classifit INTEGRATING PLANNING AND MAINTENANCE

into three categories according to the importarigengto INTO SCHEDULING:THE MASMPLAM METHOD

each phase p(oactive schedulegnone reactive phase), In MASMPLAM, floor shops are generalized, where
Proactive-reactive schedules(the two phases are machines may be identical or different. Three typEagent
considered) anddynamic schedules(none predictive are identified:Job AgentPlan AgenandMachine Agent
phase)). « Job Agent (JA):represents a job. Its role is to initiate

« Integration of other activities or not into scheitigi: we can  resolution process while specifying all informati@tated to
find methods foischeduling onlyintegrating planning into  job realization (product to realize, deadlines,)etc
schedulingor integrating maintenance into schedulinign < Plan Agent (PIA): is responsible of proposing one possible
the first category, proposed methods try to findirogl or schedule.
acceptable schedules with respect to only tem@ordicost . \achine Agent (MA)represents a production resource.
constraints. In the second category, as many ptans be
generated for a job, planning and scheduling dis/iare A.PROBLEMILLUSTRATION
unified to select the best solution. Finally, ier to reduce  To clearly explain the proposed method, we consafer
machine breakdown, in the last category, maintemangexample of a job to be scheduled. The shop floepisposed
activities are considered as tasks with the sanm@iitance of six machines that can be identical or different.
as the production ones. Both maintenance and ptiotuc “Tab.1"describes precedence constraints and mashibke to
tasks are scheduled. execute job tasks. This example will be applieduighout the
The last identified categories can be combinedravide explanation of this method.

more robust solutions. In our work, we are interdsin

proactive scheduling that inserts other activitiks planning

and maintenance.
Authors in [6] suppose job flexibility realizatiomnd
propose an integrated planning scheduling basedmoti ~ 29€nts.

agent systems. Agents that represent machinesiategaith a

Job Agentto construct all possible plans and then, amt@ge 1: generating possible plans _
Optimization Agent selects the optimal schedule. The J0P Agent (JA) uses job database to construct ipessi

Optimization Agentuses a genetic algorithm for solutionplans'_ Job databas_e contains tasks th"’_‘t must tqmtexlefor

calculation. each job to be realized. The result of this stageni AND/OR
Integrating maintenance into scheduling is anothkeearch graph (Fig.2") composed_ (,)f, se\{eral brapches. qutie

axe followed by searchers to find more robust sufesd represents a task and canibigial (first task in a plan)final

Integrating maintenance planning and productioredahing _(Ia_lst task in a plan) omtermediary task(situated between

took great interest [4] [5] and presented good Itesu INitial tasks and final ones).

Integration can beequentialor total. A sequential integration

B.DESCRIPTION OF THE METHGS PHASES

After a job arrival,Job Agentinitializes resolution process.
Stages described below (“Fig.1”) are followed bysteyn

TABLE 1. PRECEDENCE CONSTRAINTS AND MACHINES ABLE TO EXECUTEASKS' JOB

Task 1 t t3 ts ts ts t7 tg fo tio tia to |tis tia
Anterior tasks - - - tt |t t3 ts t4 ta ts, s |trulest [t |tus ti2
Able Machines to itsmy, My, (Mg, |[my, 24 Ms, (Mg | My, 21’ 21’ me,m | M3 [ mg,my,ms 24
execution my, m 5 me Ime Im 2, 2 | , 5,
o, M | M3 b | Me M 5 5 5 ms | ms 2Ms |mg M6 M
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Job's arrival
l Constructing a scheduling solution
Generating :
possible plans Initiation Proposals’ | ==
formulation Historic
Y

A

Evaluation

Termination

Fig. 1. MASMPLAM stages

The graph generated for the job described in se&ib is
given on “Fig.2”. A plan P is a path between arahid a FT.

In “Fig.2", Plan R= {ty, t, t, &, t, ti3}.
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A Graph Part

Fig. 2. AND/OR graph generated for the examplefs jo

From AND/OR graph, many relations among tasks @n R |pjtiation step:each PIA initiates a negotiation by sending

identified: IndependenceOr-relation andAnd-relation. Two

tasksi andj areindependentf there is no relation between
them (,and,are independent Independent tasks can be

executed in parallel. A taskis Or-relatedwith tasksj andk
if i can be executed after the achievement of oneeofwtb
tasksj or k (t1; is Or-related with t;, tsand ). It is And

relatedwith taskg andk if it cannot be executed unlgsand

k are both achieved,(is and-relatedwith t,andt,).

In this stageJob Agentcreates as manylan Agentsas
Graph parts in the AND/OR graph. A Graph Part is

constituted of tasks that compose one plan. In.2Fjgour
Graph parts are considered. (GP{(t1||t), G, t7, t11, ti3},
GP2: {(tllltz)! t41 th tl:l.v tlS}l GP3: {(tllltz)! t41 tg, tll! t13} and

GPy= {t3, (t5]lt), tos t12, t14}). Note that “||” symbol indicates

that tasks can be executed in parallel.

Stage 2: constructing a scheduling solution

Agents construct a solution by following a negatiat
model. They are considered rational and egoistitabse
Machine Agentsvant to maintain their machines in good
state as long as possible, by optimally managimgr thse

and programming maintenance tasks. Haletm Agent(PIA)

negotiates with the MAs that can execute the taskis

Graph Part. Proposed negotiation model is cyclitay.1")

and is composed of four steps. Negotiations arellear
among PIAs. In each iteration, a PIA negotiatespienal
window of one task or many independent tasks iy #vdst.
A temporal window is composed efart andend-dateof a

task execution.

a call for proposals to MAs able to execute initial
independent tasks of its graph part. For this erndry PIA
uses resource database that contains existing gtiodu
resources and tasks that it can execute. Accortbng
“tab.1”, in our job example, PlAsends proposals to MA
MA, and MA; for executing £ Another proposal is sent to
MA, and AM; for executing £+ Messages includéask
identifier Tigand suggestestart-dateSD.

« Proposal formulationAs one machine may occur in many

graph parts, an MA can receive many proposals from
different PIAs. After receiving a proposal, an MA
specifies maintenance activities that are progragnme
locally.

W Maintenance task

Fig. 3. Gantt chart for maintenance tasks’ planning
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TABLE 2.MAS PROPOSALS ANIPLA’ S EVALUATION

PIA CFP AM prop. AM, prop. AM 3 prop. 1% choice 2"%hoice
(Tia , SD) <T4,D’,d,DM> <Tq4,D,d, DM> <Ti4,D",d,DM> <Ti, EEt, Dy> <Ti, EEt,Dy>
Propose Propose Propose
CFP (t, 0) <t 1,4 6> <1,0.3,1> <, 0,5, 25> M1<1,5,0> M<0, 3,2 >
Propose Propose
CFP (Ex O) <t,0,7,1> <ty 0,6,2> M3<O, 6,4 > M2<O, 7,6>

Preventive or corrective maintenance can be coreide
Each agent aims to maintain the good state of gehine

proposals and final choice of PIA. Fqrexecution, PIA
chooses AM proposal in spite of its equivalence to AM
it represents. In our method, we adopt a sequesitiiegy proposal (For M, execution end time= 5 and maintenance
of integration of maintenance and scheduling. If gee delay = 0=» the average = 2.50 and for,Mexecution
back to our example, we suppose that the maintenanc end time = 3 and maintenance delay =2the average =
task schedules of M M, and M are shown on 2 50) hecause maintenance delay afidower. The three

“F|93”AM 1 programmed a maintenance task that takes 1pr0posa|s are schematized in a Gantt d|agram @4"F|
time unit at Ot and a second one at 6t, etc. Is $iage,

contacted MAs formulate their proposals. A propdsal
composed of a task identifiefy, a start dateD, an
execution duratiord and a date of the next maintenance
task DM. Start date depends on machines availability. After evaluation, Plan Agent sends a confirmation
Machine tasks are ranked by priority into a quele. message to the selected MA. Then, it prepares the
propose execution time, each MA uses a historicuteod following negotiation iteration by calculating stéme of
where previous experiences are saved. This modulethe next task. Start time of the next task depenusts
includes operation types and their execution donatised relation with previous tasks. If the consideredktas
materials and piece dimensions (ex: duration nedded ~ related by anAnd-relation with its previous tasks, PIA
cutting wood is different from the one needed fotting calculates start time by applying (3). Otherwiseyill be
aluminum. Also, cutting a piece that is 4cm deptren  the end execution time of the previous task.

time than a one that is 1cm). By using this modMés Start time = Maix [EEt, 1(M,)] 3)

propose more realistic dates so that negotiatiomy m ) )
converge quickly. To formulate proposals, threesasay " Our job example, ag is andrelatedwith 4 and §, start
1 time of & = Max (5(execution end time of)f 6 (execution

appear when inserting production tasks. In case -
maintenance task is programmed before that of €Nd time of3)=6.

production. So, production task must wait untir Termination step: when every PIA terminates
maintenance task is completed. In case 2, thedskstare ~ negotiations, it generates one schedule and cédsuthe
programmed at the same time. In this case, maintena resulting G, For this end, each PIA applies (4). All PAs
task has a higher priority than production. So iit e schedules are sent to Job Agent for selecting ¢ise dne.
programmed first. In the last case, when maintemasc  Best schedule is the one that minimizgg,C

programmed after a task production, the MA may dfeci Crax=jMaxjz1n (EEY)  (4)

to start with production if it considers that pratlan time ’
does not damage the state of the machine.

e Evaluation step:contacted MAs send their proposals to
the Plan Agent. It chooses the first and second bes
proposals. The evaluation criteria &®ecution End time
(EEt) andDelay of maintenance tasks (Dest proposal
minimizes the average between execution end tinte an
maintenance delay in order to insure machines gtate.
Execution end time is calculated by applying (1)eveas
maintenance delay is calculated by applying (2xdse of
equivalent proposals, PIA chooses the one with low
maintenance delay. “Tab.2” shows AMAM, and AM;

EEt=D+d (1)
Dy=EEt-DM  (2)

[0 Maintenance task
B Maintenance delay
B Production task

CREEEES

>
t

12 18

Fig. 4. Gantt diagram of agents’ proposals for task
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IV. EXPERIMENTAL RESULTS 7000
In order to evaluate MASMAPLAM feasibility, we have 6000
proceeded by simulation using JADE 3.0 [12]. Thehoe f
has been evaluated for several numbers of ageadks,t | sooo

machines and plans. Consequently, three seriesstsf have
been made 4000 —— Cmax ( x150 tu)

3000 M .
» Series 1 in this series of tests, we measure the syste }H—Iﬂ +:::f:?n'f:)'°n
scalability. We vary agent numbers per plan and plg 2000 7
numbers per job. Results are shown on “Fig 5". W| 1000
observe that negotiation time increases reasonglly
seconds for 33 agents) with rise of agent numbgsnt 0 ' ‘ ' ‘ m—plans'number / job
number varies from 7 to 33 (11 per plan) which nsaier oo s s 7
system scalable. Indeed, when agent number per plan
increases, negotiations will be slower because &@mts Fig. 6. Plans’ number per job vs,&and negotiation time
have to contact all MAs able to execute plan tasks.

« Series 21In this series of tests, we evaluate the impéct @ Series 3 In this series of test, we evaluate the impact of
integrating planning into scheduling. Therefore, veay maintenance task insertion into plans. For thisyany the
the plan number of a given job. Resulting,.Cand machine number for a given Job and we calculaté bot
negotiation time are shown on “Fig.6”. We obseihat as global failure risk (5) and negotiation time. Wesebve on
negotiation time increases with plan number,,C  “Fig.7” that global failure risk of machines decsea
decreases. Indeed, the existence of several plarsases ~ When the machine number that can execute the s@ske t

negotiation time (series 1 result) but allows agisti to increases. Becaudtlan Agentselects machine proposals
select the schedule that offers minimagLC with lower risk. Consequently, the global failurigkr of
the best schedule decreases.

Negotiation time {milliszcond) FRisk = 0" (r; / d) * 100)/n  (5)

—4—3 plans Where: n: task number in the plan; duration of
12000 i

—8—2 plans production taskk that provokes delay; r
10000 4 Lplan maintenance delay on machiife

8000 — 3500

6000 —{]
/ 3000 \
4000 -

2500

2000 T— 2000 =—Negotiation

4 \_! time(ms)
0 . 1 Agents’ number 1500

|
7 8 ] 11 /plan \ =f=failure risk(*1000)
1000 '

Fig. 5. Agents’ number per plan vs negotiation time 500

0 I I I Tasks x
[4x2] [4x4] [4x6] [4x8] [4x8]  machines

Fig. 7. Tasks x machines vs negotiation time aidréarisk
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IV. CONCLUSION

In this paper, we presented a new method for magent
scheduling called MASMPLAM. It is based on integrgt
both planning and maintenance activities. MASMPLAM
presents several advantages comparing it to egistiethods.
Its essential properties are its proposition oflisda and
robust schedules by considering maintenance aesvifThe
use of multi agent systems offers more reactivatyhte floor
shop control. Machines are represented by ratiagehts that
aim to maintain the good state of machines. The afse
historic, job and resource database allows theesy$d have
realistic data and estimation. MASMPLAM can be also
applied to generalized job shopsor hybrid flowshops
Simulation results confirmed the advantages ofntie¢hod by
insuring minimal G, and risk failure. In future work, we will
improve the method by proposing a predictive-reacti
solution that integrates both planning and maineaa
activities.
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