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Abstract—Scene images classification is one of the most 

important methods in robot navigation in unstructured 
environment. In this paper, a scene images classification 
method based on visual feature fusion is proposed. First, the 
scene image is divided into fixed-size blocks. Second, computes 
the DCT coefficients of each blocks and runs a wavelet-like 
decomposition, means and variances are extracted in each 
component of the decomposed sub-blanks. Third, color 
moments are extracted and fused with DCT texture-based 
features to describe each block. Finally, a Gaussian Mixture 
Model (GMM) is employed for training and classification. 
 

Index Terms—Scene Classification, Robot Navigation, 
Gaussian Mixture Model (GMM), Discrete Cosine Transform 
(DCT), Color Moments 
 

I. INTRODUCTION 
With the development of computer vision, vision 

navigation has become one of the most important parts of 
autonomous navigation in nature outdoor scenes for 
unmanned ground vehicles (UGVs) and intelligent robots. 
Autonomous robots capture visual information of scenes and 
train a classifier, predict the taversability of real scene images 
with the trained classifier. The promising classification 
results provide the basis for obstacles avoiding and path 
planning. 

Roberto Manduchi et al. [1]-[3] analyzed the affects of 
illumination changes on terrain classification and 
compensated the illumination deficiencies, then proposed a 
color-based classification method on several typical terrain, 
such as soil/rock, green vegetation, and dry vegetation. 

Jansen et al. [4] assumed that images with large similarities in 
environment related properties such as illumination, 
materials and geometry also have similar pixel distributions 
in a color space. They distinguished training image sets that 
share environmental states and separately modeled the terrain 
type colors for each image set to reduce the influence of 
changing environmental conditions. It was concluded that 
color is a very effective feature for terrain typing. The soil 
and dry grass classes, however, are incorrectly classified due 
to inherent color ambiguities existing between those classes. 
They assert that color can be used in conjunction with other 
features in order to enhance delineation of these classes. 
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Recently, classification based on texture has been 
addressed by many researchers. Pietikäine et al. [5] proposed 
a texture classification method multi-local binary pattern 
(LBP), Castano et al. [6] used Gabor filters bank to extract 
texture and proposed an obstacles detection method, and 
SoundraPandian et al [7] proposed a traversability 
classification method using Gabor filters bank. Gi-Yeul Sung 
et al. [8] presented a terrain classification method based upon 
color and texture features, they extracted texture features 
with discrete wavelet transform coefficients mean and energy 
values. Furthermore, they adopted spatial coordinates where 
a terrain is located in the image as additional features. Shi X 
et al. [9], [10], Permuter et al. [11] proposed their own 
traversability detection method based on fusion of color 
feature and texture feature respectively. 

In this paper, a scene classification method is proposed in 
this paper. First, texture features are extracted in gray channel. 
Then, color moments are computed in all three color channels 
of RGB color space. The parameters of GMM are estimated 
by training these labeled samples. Finally, new scene images 
are classified by the trained GMM model. 

The rest of the paper is organized as follows: Gaussian 
Mixture Model (GMM) method is given in section 2. Section 
3 shows the color feature and DCT-based texture extraction 
methods, defines the distance of fusion feature vectors. 
Section 4 presents our results and finally section 5 deals with 
conclusions. 

II. GAUSSIAN MIXTURE MODEL 
Gaussian Mixture Model (GMM) is an extended version of 

single Gaussian probability density function, can 
approximate arbitrary shaped densities. Given a data set 
{xi}i=1,2,…,n, xi∈Rd, if the distribution of these data is 
approximately ellipsoidal, the probability density function of 
these data can be written as follows: 
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Where μ is the center of density function and Σ is the 
covariance matrix of density function. Using Maximum 
Likelihood Estimation (MLE) method, parameters μ and Σ 
can be worked out. 

The distribution function of arbitrary d-dimensional data 
can be written as weighted average of several Gaussian 
density functions: 
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This is so-called Gaussian Mixture Modal. Utilizes the 
same MLE method can work out all its parameters μi and Σi. 

III. VISUAL FEATURE EXTRACTION AND FUSION 

A. DCT features 
A discrete cosine transform (DCT) expresses a sequence 

of finitely many data points in terms of a sum of cosine 
functions oscillating at different frequencies. Given a 2D data 
set {Am,n}m=1,…,M,n=1,…,N, the DCT coefficients are calculated 
by the following formulas: 
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the normalized factors. 
In this paper, we discarded small high-frequency 

components to smooth the data. Then run a wavelet-like 
decomposition, as shown in Fig.1.  

   (a) (b) (c) 
Fig.1 Image of DCT coefficient smoothness and decomposition. (a)source 
image; (b)DCT coefficients; (c) DCT coefficient smoothness and 
decomposition 

As illustrated in Fig.1, small high-frequency components 
(region D1, D2, D3) are discarded, they are not included in 
the calculation of features. The remained components are 
decomposed into sub-bands, as A1~A7 in Fig.1(c), just like 
wavelet decomposition. 

After the DCT coefficient smoothness and wavelet-like 
decomposition, the means and variances of each sub-band are 
calculated to combine the texture feature vector. The discrete 
cosine transform coefficients means and variances of the i-th 
sub-band are calculated using the following formulas: 
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Where |Ai| is the number of DCT coefficients of i-th 
sub-band, |BBp,q| is the absolute value of DCT coefficients Bp,qB . 
It’s a 2-level decomposition in Fig.1(c), while different level 
decomposition generates different number of features. If the 
level num is denoted by M, the number of sub-bands is 
(3M+1). Combine DCT coefficients means and variances of 

all sub-bands, the texture vector of M-level decomposition is 
Ftexture=[m1,s1,m2,s2,…,m3M+1,s3M+1].  

B. Color moments 
For a color image, the i-th order color moment [12] is 

defined by 
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Where, A is the area of feature extraction window, xj is the 
j-th pixel. In practical, several low-order color moments can 
describe the color feature enough. This paper selects the first 
3 order color moments of each color channels of RGB color 
model to describe the color feature of each blocks, 
Fcol=[F1,R,F2,R,F3,R,F1,G,F2,G,F3,G,F1,B,F2,B,F3,B]. 

C. Feature fusion 
In this paper, we combine color-moments and 

DCT-based texture features to describe the blocks. The 
final form of block feature is x = [Fcol, Ftexture]. 

Mahalanobis distance is a distance measure based on 
correlations between variables, gauges similarity of an 
unknown sample set to a known one. It differs from 
Euclidean distance in that it takes into account the 
correlations of the data set and is scale-invariant. 
Formally, the Mahalanobis distance of a multivariate 
vector from a group of values with mean μ and 
covariance matrix Σ is defined as: 
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According to formula (7), the texture distance and color 
distance can be written as follows: 
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In this paper, we defined the normalized Mahalanobis 
distance as follows: 
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Where, dtext and dcol are the dimension of texture feature 
vector and color feature vector respectively. The magnitude 
of distance relays on the vector’s dimension largely, the 
high-dimensional texture features always have more 
contribution than low-dimensional color features for 
dissimilarity. In this paper, we normalized the both distance 
measures by dividing by their dimensions dtext and dcol. 
λ∈[0,1] is the balance parameter of the color features and 
texture features for dissimilarity contribution. Then the 
formula (1) can be written as: 
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IV. EXPERIMENTS 

A. Experiment in VisTex database 
We chose 9 textured color images from the Vistex 

database, which size is 512 × 512, as shown in Fig.2. The 
feature extraction was done on blocks of size 18, with overlap 
of 2 pixels, we had 1024 blocks in each image. After discrete 
cosine transform, remained 16×16 low-frequency coefficient 
matrix of 18×18 DCT coefficient matrix for texture feature 
extraction in each block. In each image, the first 256 blocks 
were used for training, while the remaining 768 blocks were 
used for testing. We selected the balance parameter λ=0.5 and 
decomposition level M=3. 

 
Fig.2 Source images from Vistex database 

 
Fig.3 Classification rate in different source images 
Fig.3 shows the classification results of color moments-based 
method, DCT texture-based method and our fusion method. 
All three methods perform well in images Bark01, Brick04, 
Fabric07, Metal02, Misc01, Snd02, which are showed in 1st 
and 3rd row of Fig.2. But color moments-based method and 
DCT texture-based method perform poor in images of 2nd 
row in Fig.2, especially in image Food03 and Grass01. Our 
method performs in those three images not as well as in other 
six images, about 1.3% lower, but better than methods based 
on single feature, about 10% higher in image Food03 and 
Grass01. 

B. Experiment in our scene images 
We captured a sequence of real off-road images, and cut 16 

sub-images for training which size was 81×81. 4 typical 
terrains were considered, which were sky, road, grass and 

tree, 4 images in each scene, as shown in Fig.4. First row of 
Fig.4 shows the 4 sample images of sky, and second row 
shows road samples, third row shows grass samples, fourth 
row shows tree samples. The feature extraction was done on 
blocks of size 9, DCT-based texture features were calculated 
in 8×8 sized low-frequency components and decomposition 
level M was 2. 

 
Fig.4 Training samples of experiment in our scene images 

Fig.5 shows the classification results of our scene images, 
(a) is the test image, (b) and (c) are the results of color-based 
method and DCT texture-based method respectively, and (d) 
is the result of our fusion method. All those three methods 
perform well in sky detection and tree detection, there are 
little sky is misclassified in color-based method and DCT 
texture-based method. But there is much misclassification in 
two other scenes. Color-based method and DCT 
texture-based method can only distinguish those clear roads. 
Our fusion method performs not as well in grass scenes and 
road scenes as in sky scenes and tree scenes, can’t detect the 
road perfectly, but detects a traversable path and 
distinguishes more regions than the other two method. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

sky road grass tree 
Fig.5 (a)source image; (b)result of color-based method; 
(c)result of DCT texture-based method; (d)result of our method 

V. CONCLUSION 
This paper proposed a scene classification method based 

on fusion of color feature and texture feature. Texture 
features are extracted by calculated the means and variances 
of low-frequency DCT coefficient sub-banks. Color 
moments are calculated from three color channels of RGB 
color model to combine color features. Normalized 
Mahalanobis distance measure is utilized to compute the 



 

dissimilarity of feature vectors and balance the magnitude of 
the contribution of texture features and color features for 
vector dissimilarity. And then a balance factor is exploited to 
decide the ratio of color features and texture features. 

We compared our method with color moments-based 
method and DCT feature-based method. The results show 
that our method performs better than those two methods in 
VisTex database and our real scene images. Even in complex 
environments in which there is much misclassification in our 
method, our method performs better than those two methods. 
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