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#### Abstract

This paper focuses on the effectiveness of image features on retrieval performance when searching for similar photos. The nature of image features with respect to their relevancy to the similarity measure can heavily affect retrieval rate. Retrieval systems can exploit these characteristics to reduce the number of features considered and select the most effective features for efficient content-based image retrieval. This phenomenon results in the improvement of retrieval performance in terms of speed, recall rate, precision rate and F-Measure. This paper employs the F-norm of wavelet coefficients for the feature vector. This algorithm consists of extracting wavelet coefficients of images and finding the $F$ norm for the image features, and then comparing the F-norm of the query image with the F-norm of the images in the database. The ReliefF algorithm selects the most relevant and non-redundant image features for the retrieval process. This algorithm reduces the dimension of the feature vector by half without side effects on performance. This paper uses the Corel [1, 2] dataset image in simulations and recall rate, precision rate and $F$-measure as the evaluation criteria.
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## I. INTRODUCTION

Content-based image retrieval (CBIR) is currently in high demand because of its wide applications for retrieving images in different areas such as the Internet, medical image archiving, and videos $[3,4,5]$. The development of affordable high quality cameras and the easy distribution of images on shared storage devices have both facilitated the increasing demand for CBIR applications. The basis of CBIR is to express an image in terms of a set of features, and to retrieve similar images by measuring the similarity of these features. There are many types of features that have been employed to construct feature vectors (FV), such as color [6], texture $[7,8]$, shape $[9,10]$ and salient points. This paper employs the Frobenius norm [11] of three components of a wavelet transform (WT) for its FV, which is robust against rotation and translation.
The paper focuses on the problem of reducing FV size by selecting the most effective components of the WT coefficients. This is performed using a feature weighting algorithm called ReliefF [12, 13]. This algorithm iteratively

[^0]estimates feature weights according to their ability to discriminate between neighboring patterns. To do this, we first construct an FV for each image of the Corel dataset using the F-norm of three components of a WT. Then we calculate a weight for each feature using the ReliefF algorithm and select the k top features as the effective subset. We calculate the results of the retrieval and compare them with results of classification and retrieval when we consider all features. The results of the comparisons show that we can reduce the number of features and improve the retrieval performance through selecting prominent features. The rest of this paper is organized as follows. The next section explains the retrieval algorithm, which consists of a WT, image feature extraction and selection and similarity measures. We then introduce the evaluation criteria and present the experimental results.

## II. IMAGE RETRIEVAL ALGORITHM

Figure 1 shows a block diagram of a CBIR system. First, all of the images in the dataset undergo feature extraction: the suitable features in the image are selected and the FV is generated from these selected features. The same procedure is performed for each query image. The FV of each query image is compared with the FVs of the other images in the dataset according to a similarity measure, and the most similar images are selected as the output results.

## III. FEATURE VECTOR EXTRACTION

The feature extraction consists of producing the wavelet transform coefficients (WTC); the FV components are the norms of the WTC. The most suitable subset of FV components for providing the best retrieval rate is found by the ReliefF algorithm, and is considered to be the final FV. The similarity measure is based on the closeness of the FV components. Next, WT, FV generation and the selection and similarity measures are described.


Fig 1. Block diagram of a CBIR system.

The primary FV consists of the norms of three components of a WT. The norms of the coefficients of LL, LH and HL are considered to be the FV components. Equation 1 shows the norm of each wavelet component. We calculate the norm
of the rows of the LL and LH versionsof the wavelet coefficients and the columns of the HL version, as shown in Fig 2, Eq. 2 shows the FV obtained by the calculated norms.
if $\left.A \in R^{n} \Rightarrow\|A\|=( \rangle_{i=1}^{n}\left(a_{i}\right)^{2}\right)^{\frac{1}{2}}$
$V_{F}=\left\{\begin{array}{c}\left\|\mathrm{LL}_{1}\right\|, \ldots,\left\|\mathrm{LL}_{n}\right\|,\left\|\mathrm{LH}_{1}\right\|, \\ \ldots,\left\|\mathrm{LH}_{\mathrm{n}}\right\|,\left\|\mathrm{HL}_{1}\right\|, \ldots,\left\|\mathrm{HL}_{n}\right\|\end{array}\right\}$


Fig. 2. The process of feature vector generation; three components of wavelet coefficients are used in FV generation.

## IV. Feature Vector Selection

Feature selection is the most complicated part of this paper. This refers to the problem of choosing a small subset of features that is suitable to describe the imagefor retrieval applications [14]. Assume that an original feature set has D features. The goal of feature selection is to find the most informative subset of $d$ features, where $d \leq D$. This requires removing irrelevant and redundant features. The motivation behind feature selection in image retrieval is to reduce dimensionality in order to speed up the retrieval algorithm and improve itsoverall performance [15]. Another group of feature selection schemes is based on feature weighting rather than feature removal. These algorithms rank features by finding their weight based on a desired cost function. This cost function may be the closeness of images based on a similarity measure.
One well-known feature weighting algorithm is Relief, whose application is in situations with two classes. However, image retrieval often involves hundreds of image classes; therefore an extension of Relief is ReliefF, which is suitable in this condition [16]. This algorithm finds the weight of features by minimizing their inter-class distance and maximizing their intra-class distance. In each step and for each feature, as shown in Figure 3, ReliefF takes the nearest sample in its class and the k nearest samples from the rest of classes; then it updates Equation 3 and repeatsthis process several times until either an unchangeable weight or the end of data is reached.
$w[i]=w[i]-\frac{\operatorname{diff}(\mathrm{i}, \mathrm{R}, \mathrm{H})}{\mathrm{m}}+\frac{\mathrm{y}_{\mathrm{m}}}{}\left[\mathrm{p}(\mathrm{c}) \times \frac{\operatorname{diff}(\mathrm{i}, \mathrm{R}, \mathrm{M}(\mathrm{c}))}{\mathrm{m}}\right]$
The parameters in Equation 3 arethe feature number (i), a randomly selected image $(\mathrm{R})$, the nearest inter-class member $(H)$, the nearest intra-class members ( $\mathrm{M}(\mathrm{C})$ ), the prior probability of each image class $(\mathrm{P}(\mathrm{C})$ ) and a user defined parameter (m). The detail information on ReliefF can be seen in Figure 4.


Fig. 4. Multiclass data; the nearest from member of each class is used in ReliefF algorithm.

## V. Similarity Measure

Several measures of feature similarity exist, such as Euclidian distance and the angle between FVs [17, 18]. This paper employs a very simple and effective similarity measure based on the average sum of the ratio of the minimum value of an FV over the maximum value. The reason for this is that if the two components are similar, this ratio will be high; otherwise it will be low [19]. Equation 4 shows the similarity measure for one component of a FV. In this equation, $v_{d}^{i}$ and $v_{q}^{i}$ are respectively the $i^{\text {th }}$ component of the FV of the query image and the FV from the image dataset. The average of all $S_{i}$ is the final similarity factor as shown in Equation 5. The most similar images to the query imageare considered the desired output.

$$
\begin{align*}
& S_{i}= \begin{cases}\frac{\min \left(v_{d}^{i}, v_{q}^{i}\right)}{\max \left(v_{d}^{i}, v_{q}^{i}\right)} v_{d}^{i} \text { or } & v_{q}^{i} \neq 0 \\
1 & v_{d}^{i}, v_{q}^{i}=0\end{cases}  \tag{4}\\
& \mathrm{S}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~S}_{\mathrm{i}}}{\mathrm{n}}
\end{align*}
$$



Figure 5: Sample images from a database.

## VI. System Evaluation

Precision rate ( PR ) and recall rate ( RR ) are normally employed to evaluate a CBIR system. Equations 8 and 9 show these parameters respectively [20, 21]. In these equations, T and P are the total sets of retrieved images and relevant images based on a desired similarity. Normally for each image all of the members of $P$ are known, and the retrieved subset of $P$ is used in Equations 8 and 9. In the case of the Corel dataset, as all of the images have labels the intersection of T and P can be found without human intervention. The absolute value notation shows the total number of elements in a set.

Precision $=\frac{|\mathrm{P} \cap \mathrm{T}|}{|\mathrm{T}|}$

Recall $=\frac{|\mathrm{P} \cap \mathrm{T}|}{|\mathrm{P}|}$
A suitable retrieval system should have both a high $R R$ and a high $P R$ at the same time. As presented in Equation 8, an F-Measure can be used to show system suitability [22]. This factor has a high value if both $R R$ and $P R$ are high at the same time; otherwise it has a low value.

F - measure $=\frac{2 \times \text { Precision } \times \text { Recall }}{\text { Precision }+ \text { Recall }}$

## VII. Experimental Results and Future Work

For this research we performed simulations on the Corel database, which contains 1000 labeled images across different categories. This means that the similar images for any given query image are already known. The main focus of this paper is the dimension reduction of FVs without reducing performance. Figures 5 to 7 show three evaluation parameters. These figures show that considering about 50 percent of the featuresin an image gives better performance than considering all of the features. The employment of features in all simulations is based on their rank. The features with higher weights are considered first.
This paper used special features, but the algorithm can be used for any kind of features and this is an open area. As much as we can improve the performance of retrieval via employing sophisticated image features, we can also improve overall performance by using feature selection schemes. A drawback of ReliefF is ignoring features dependency in the removal phase, but there are advanced feature selection methods that consider feature relevancy during the removal phase [23]. Investigating the effects of using these methods in image retrieval would be an interesting topic for future research.


Fig 6. Precision rate based on percentage of features used


Fig7. Recall rate based on percentage of features


Fig 8.F-Measure based on the percentage of features used
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Figure 6: 50\% Features


Figure 7: All Features
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