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Abstract—Recently, Twitter which provides both social networking and micro-blogging services has become the focus increasing attention. Twitter has a function called follow which allows a user to subscribe to another user’s information transmissions called tweets. Following is assumed to be based on a common interest or a shared attribute. In the following set (the set of Twitter accounts a user is following), if there are many different commonalities, we can consider that users are following each other based on a common attribute and that users in the set can be clustered on the basis of nature of the commonality.
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I. INTRODUCTION

Recently Twitter [1] which provides both social networking services (SNSs) and micro-blogging service has attracted increasing attention. The microblogging service allows users to share short passages (less than 140 characters) called tweets. The SNS service is provided by the follow function, enabling a user to subscribe to, or follow, other Twitter users’ information transmissions(tweets).

Following is typically based on some commonality, such as Friends, common interests (Figure 1). In the following set, i.e. the set of Twitter accounts a user is following, if there are many different commonalities, we can consider that users are following each other based on a common attribute and that users in the set can be clustered on the basis of the nature of the commonality. For example, users who are fans of a particular football team may choose to follow each other.

A. Purpose

This study aims to investigate the assumption that users who are followed by a common user based on a common attribute are following each other and to analyze the sets of followers. In the future, we want to determine the human relationship between the following set and the user.

Fig. 1. Example of Follow

Fig. 2. Clusters of followers

1) Organizing Information: In the official Twitter interface, the list of followers is displayed in chronological order; the most recently selected follower is displayed first. However, a classification of the following set can reveal commonalities and could allow users to be displayed on the basis of those commonalities. Twitter has a list function that can be used to classify users by commonality. However, they are curated lists that must be set up and managed by users and as such are not useful for automatically determining commonalities among followers.

2) User Recommendation: In this study, we clusters users based on commonalities among followers and can recommend that cluster members follow each other’s Twitter feeds.

B. Related Work

Recently, Twitter has been the subject of considerable research. For example, Kwak et al. used various data, including a large amount of user data, to explore aspects of Twitter, such as trending topics and retweets [2]. Other studies have reported the relation between microblogging service and social graphs [3][4], and have investigated how and why we use Twitter [5]. In addition, there has been considerable research into particular aspects of tweets, such as retweets [6], hyperlinks [7], use of hashtags [8], analysis of tweets with tags using Bayesian filtering [9].

Research has also been specifically conducted on Twitter users; for example, users’ interest words [10] and user attributes in relation to the list function [11].

II. PROPOSAL METHOD

In this study, we treat following relations among users as a directed weighted graph. We define a user as a node and a following relation as an edge. From this, we assume that a subgraph of users based on a common relation is dense and we present a classification of the graph’s density.

The system’s input is a set of Twitter users and the output is the clustering of these users. Initially, the system gets input about a user’s following relations and a following
set using the TwitterAPI [12]. We construct an adjacency matrix using following relations and a following set as a directed weighted graph. Using the adjacency matrix, we construct a similarity matrix which represents the strength of the users’ connections. Finally, we perform clustering using the similarity matrix and the number of the clusters.

A. Constructing the Adjacency Matrix

An adjacency matrix, in which the rows and columns represent users, represents the existence of follow relation using 1, 0. If user $i$ follows user $j$, the $i$th row and $j$th column are 1. If user $i$ does not follow user $j$, the $i$th row and $j$th column are 0. The matrix element which represents the target user is 0.

B. Constructing the Similarity Matrix

The similarity matrix represents the strength of relationships among users. The rows and columns of this symmetrical matrix are users. Elements in this matrix range from 0 to 1, where 1 represents the strongest relationship and 0 represents the weakest relationship. If user $i$ and user $j$ are following each other, the $i$th row and $j$th column are 1. If only user $i$ or user $j$ is following the other user the $i$th row and $j$th column are 0.5. If no following relation exists between the $i$th and $j$th users, the $i$th row and $j$th column are 0. The number of user relationships represented in the matrix is directly proportional to the size of the matrix.

C. Spectral Clustering

In this study, we chose a spectral method for clustering. The inputs for the spectral method are the similarity matrix and the number of clusters, and the output is the clustering result. Herein, we employ a function which dominates the following relation set by density, i.e. most and least dense. To solve this evaluation function, we take advantage of the fact that this evaluation function’s optimum solution corresponds to a certain eigenvalue solution. In addition, we use clustering to recursively solve this evaluation function.

We use Min-MaxCut($MCut$) as an evaluation function. Figure 3 shows the evaluation function when a graph diminishes to $A$ and $B$. $sim(a, b)$ represents similarity between nodes $a$ and $b$.

\[
W(A, B) = \sum_{a \in A, b \in B} sim(a, b)
\]

\[
W(A) = W(A, A)
\]

Using the above, we write the $MCut$ evaluation function as follows.

\[
MCut = \frac{W(A, B)}{W(A)} + \frac{W(A, B)}{W(B)}
\]

Typically spectral clustering is performed by the following processes. First, the eigenvalue problem of $M$ shown below is solved.

\[
M = I - D^{-1/2}WD^{-1/2}
\]

Here, $W$ is a similarity matrix, $D = diag(We)$, and $e = (1, 1, \ldots, 1)$. Then, the eigenvector $u_2$ which corresponds to the second smallest eigenvalue of $M$ is solved. Second, using $q = D^{-1/2}u_2$, we get $\hat{q}$. Then, the elements of $\hat{q}$ are sorted and divided into two clusters using a threshold value. The elements that are larger than the threshold are divided to cluster one and those that are smaller than the threshold are divided to cluster two. In the proposed method, we can substitute this process by dividing $\hat{q}$’s elements based on whether they are positive or negative. From investigation the results of clustering and the evaluation function, we can obtain a proper division position.

III. EXPERIMENT

The experiment was performed by five participants as testers.

A. Purpose

The purpose of this experiments was to determine if testers’ ideal classification of their following sets could be obtained. The result would enable us to assess the validity of our assumptions.

B. Experiment

First, the testers provided an ideal classification of their following sets. Next, the system outputs a range of possible clustering results. Then, by comparing the testers’ ideal analyses with the clustering results, the system outputs the clustering result with the best comparative evaluation result.

We used RandIndex value to evaluate the clustering results. We assume that $A$ is the system’s output and $B$ is the tester’s ideal. We tagged each pair of users to denote whether they were in a same cluster for each result. RandIndex is the ratio of the tagged matches of $A$ and $B$ and is calculated by the following formula.

\[
RandIndex = \frac{\text{number of pairs tags match}}{\text{number of pairs of users in a result}}
\]

IV. RESULTS

Table I shows the experimental results. Accuracy of classification was approximate for most attributes such as same common interest or friends. In particular clustering for following and followed sets of limited size was accurately analyzed. Users with an extremely large number of followed or following users, such as entertainers or artists, were referred to as authority users.
A. Problem 1

One identified problem was that authority users were not distributed in a manner that correlated with the tester’s ideal classification; therefore the system output a greater number of clusters than expected. Tester 2 is good example of this problem. In this tester’s ideal classification, authority users were attributed to one or two clusters (‘bot’, ‘entertainer’, etc); however, the cluster’s users are not actually following each other. This did not satisfy our supposition that users follow each other based on a commonality. For example, an artist and a comedian were grouped in a tester’s ideal classification; however, they were not actually following each other.

B. Problem 2

Another problem is that authority users were mixed in a normal user’s cluster. It is assumed that this problem developed while constructing the similarity matrix. The similarity matrix was constructed to equally treat the weight of following; however, this is not the case. For example, compare a following from a normal user to a normal user with that from an entertainer to a normal user. Generally, the entertainer is following an extremely small number of users and is not following an extremely large number of users. Therefore, under these conditions, the weight of a following will be different between a normal user and an entertainer. In future, we must examine how to construct a similarity matrix which considers the number of both follower and following users.

V. CONCLUSION

We proposed method to analyze and cluster sets of Twitter users based on a commonality or a shared attribute. We found the system was able to recommend clustering similar to a user’s ideal classification. We found that the results, except for the case of authority users, support the supposition that users which are followed by the same user follow and that the following could be attributed to an identifiable commonality.

VI. FUTURE WORK

In future, we expect to narrow the number of analyzed clusters. In this paper, we regarded the output of the system as data with the highest evaluation value compared to tester’s ideal classification. In addition, we will work to improve the accuracy of clustering considering the construct of the similarity matrix. We also intend to treat different classes of Twitter users, such as authority users, separately. Such users, who have very large number of followers, should be independently clustered. To complement the work, we will also implement a system for effective labeling of analyzed clusters, which will facilitate further identification of cluster attributes.
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