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Abstract—Hybrid systems are used in engineering systems 

and scientific applications to enhance and to improve their 

efficiency. This paper presents a hybrid system using digital 

signal processing (DSP) systems and artificial neural networks 

(ANN’s) for object motion detection, extraction and filtering. A 

summary of a DSP motion detection system is first presented 

and its performance is compared to that of an ANN ensemble 

system (AES). The two systems are then combined to form a 

hybrid motion detection system. Preprocessing of the hybrid 

system uses wavelet image compression to enhance its 

computational speed. During the testing of the system the 

efficiency of the (AES) is demonstrated as a powerful parallel 

processor in handling large amounts of image data.  

 
Index Terms—artificial neural networks, digital signal 

processing, hybrid, wavelet transforms 

I. INTRODUCTION 

Ybrid systems have been used extensively in 

computational intelligent paradigms to solve technical 

tasks. They have become powerful approaches in solving 

real-life engineering problems and to improve the overall 

efficiency of systems [22], [23]. Computational intelligent 

paradigms such as artificial neural networks (ANNs) have an 

advantage in that they can be combined with other 

conventional methods such as signal processing (SP), digital 

signal processing (DSP) and image compression processing 

to optimize and improve the processing of imaging systems 

[11], [12], [13]. 

  Hybrid systems combine strengths and suppress weakness 

of each system when combined. Hybrid approaches have a 

special status in image processing systems as they can 

combine different approaches in either serial or parallel 

configurations in order to overcome the shortcomings of the 

individual image processing system components of 

combined systems [24], [25]. 

  This paper proposes a hybrid motion detection system 

which uses wavelet image compression as preprocessing, 

DSP algorithms for motion detection in stage 1 and an ANN 

ensemble system object extraction and filtering in stage 2 of 

the system. ANN systems are immune to noise and can 

handle changes in input data and channel noise more 

robustly, this characteristic compensates for the problematic 

filtering that the DSP systems cannot overcome [5], [7].  
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DSP systems have the added advantage of higher 

computational speeds than the ANN systems [12]. The 

proposed hybrid system exploits these advantages to 

produce an improved system for object motion detection, 

extraction and filtering.    

  This paper is arranged as follows: section 2 describes the 

architecture of the proposed Hybrid Motion Detection 

System which uses DSP, ANN ensembles and wavelet image 

compression; section 3 discusses the wavelet transforms 

used for image compression; section 4 presents the 

experimental results of the DSP system vs the AES, the 

hybrid motion detection system and section 5 concludes the 

study.  

II.  HYBRID MOTION DETECTION DESIGN 

  The first approach illustrated in Fig 1(a) is the parallel 

approach which is adapted to the image data where the input 

to the system is presented with parallel image data followed 

by a final parallel output of image data. The second 

approach is shown in Fig 1(b), which is the serial input of 

image data where output data from one system is serially 

transferred to the next stage with the serial output of image 

data[30], [33] 
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Fig1: Hybrid System Configurations (a) Parallel Scheme (b) Serial Scheme 

 

With regards to Fig 1(a) and (b), ],[ yxf represents the 

input image data, ],[ yxk the image data transfer between 

stage 1 and stage 2, and ],[ yxz is the data at the output of 

the hybrid system. The image frames are 2-D image 

functions having x – rows and y – columns. Both the hybrid 

schemes shown in fig 1 were tested for this study. Each 

image frame ],[ yxf consisted of 256 x 256 pixel points 

for a standard image.   
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A. The Serial Hybrid Scheme 

During testing the serial scheme proved unreliable because 

the large image data of each frame and the loading of 

consecutive frames which comprised an image sequence.   

The captured video sequence had to be presented serially to 

the input of the model; this caused congestion at the input 

channel to this hybrid model because the image frames were 

not being processed fast enough due to the hardware 

constraints of the system. No results were obtained during 

this testing. The parallel hybrid scheme offered a better 

solution in that a number of image frames could be 

presented to an input simultaneously in a parallel 

configuration as shown in fig 2.  

 

B. The Parallel Hybrid Scheme 

The parallel hybrid scheme consisted of a DSP system in 

stage 1 for object motion detection, while the ANN system 

was configured as an ensemble of neural networks (NN) for 

image filtering and extraction in stage 2. Fig 2 is a detailed 

description of the parallel hybrid motion detection system.  
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Fig 2:  Hybrid Motion Detection System 

 

B.  The DSP System 

For this study the DSP motion detection system was 

implemented in stage 1 of the hybrid system. The 2-D 

Discrete Fourier Transform (DFT) (1) algorithm that is used 

for image processing operations is applied. The high 

frequency components of the 2-D image can be represented 

using the DFT which represents sharp variations, or edges, 

in pixel gray levels that occur along the borders or within the 

texture of an image indicating the position of an object 

within the image. Where the pixel intensity changes rapidly 

it indicates the boundary and high frequencies of the DFT 

[4], [14]. The pixel intensity of an object and its edges is 

what identifies a region of interest (ROI) from its 

background [26].  
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u, v = 0,1,2, …, N – 1 

 

With regards to (1): u and v denotes the frequency variables; 

f [x, y] is a square M x N digital image matrix and the 

frequency components of a grey scaled image frame square 

matrix ],[ yxf , with α representing the frame number. The 

DSP motion detection system was designed to detect moving 

objects by image subtraction [26]. Image subtraction is used 

widely in image processing to segment dynamic regions 

from static regions for higher level processing of images for 

motion detection, recognition and object tracking [26], [14]. 

The method of image subtraction was applied as follows:  

background subtraction and temporal differencing as 

described in [26] and [14]. (2) represents background 

subtraction which removed the background leaving only the 

ROI where the change in pixel intensity indicated motion  

 

ƒα [x, y] – Bα = Gα                                                             (2) 

 

where matrix B denotes the static background, G is the 

cluster of pixels of the ROI and α indicates the number of 

the captured frame. This motion can be shown as the pixel 

intensity of G in any captured frame ƒα [x,y]. Temporal 

differencing is applied to each successive frame following 

background subtraction. The extracted ROI frame becomes 

the new image frame (3):   

 

 ƒr  [x, y] = ƒα [x, y] – Bα                                          (3) 

 

  With regards to (3): ƒr [x, y] is the resulting new frame 

following background subtraction, where r denotes the frame 

number and α indicates the number of the captured frame. 

(4) was used for temporal differencing.  

 

Kd1=|K1-K2|, Kd2=|K2-K3|,…,Kdn
th

=|Kn-1-Kn|                     (4) 

   

With regards to (4), each K-matrix is subtracted from its 

preceding matrix. The difference between the two 

corresponding image matrix values is converted into an 

absolute value and stored in a difference matrix Kd to 

eliminate negative values. This process is continued for all 

images in the frame matrix. Motion mask U shown in (5) 

was obtained after background subtraction. 
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U is applied to each successive difference matrix Kd and 

results in image matrix sequence K2 (6). 

 

K2 = Kd1, Kd2, …,Kdn
th

                                                       (6) 

 

C.  The ANN Ensemble System 

Ensemble based systems are decision making sub-systems 

that independently handle data assigned to them. Decision 

making  sub-systems constitute less system noise because of 

the ‘divide and conquer’ phenomenon and contributes 

towards a clearer, accurate and faster decision making 

process which was exploited in the parallel hybrid scheme 

[15]. Data is handled as parallel data packets that constitute 

a large data base [7]. In this study the parallel data packets 

constitute each frame ],[ yxf of the image sequences.  
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Fig 3: Architecture of a Neural Network (NN)  

  

ANN systems can process large amounts of data accurately 

and contribute towards eradicating errors and noise [2]. The 

generalization performance of a neural network system was 

improved by using an ensemble of similarly configured 

ANNs as described in [7], [15]. 

  The ANN system designed for this study is comprised of a 

single layer of multiple NN connected in a parallel 

configuration. The output of the DSP system of stage 1 of 

the hybrid system was the input to the AES. Fig. 3 shows the 

architecture of the NNs used in the hybrid system. The NNs 

consisted of an input layer with 256 inputs, two hidden 

layers with each layer having 100 neurons and 200 neurons, 

respectively and an output layer consisting of 256 outputs. 

This configuration of NNs ensured a high resolution by 

mapping each of the pixel points of the DSP image frames to 

the output of the hybrid system.  The AES uses multilayer 

feedforward (MLFF) backpropagation networks and a log-

sigmoid nonlinear activation function.  

III. WAVELET IMAGE COMPRESSION 

Wavelet transforms decomposes an image signal on a set of 

bases functions called “wavelet”. The Discrete Wavelet 

Transform (DWT) is related to multi rate signal processing 

techniques similar to DSP [20], [21]. The basis functions are 

obtained from a single “wavelet mother” by dilations and 

scaling. Wavelet image compression is used as a 

preprocessor to improve the computational speed of the 

hybrid system [27]. For this study, the Haar, Daubechies 

(db4) and biorthogonal (bior 1.3) wavelets were used as 

image compression preprocessing  algorithms to test the 

Hybrid  system with the objective of reducing the detection 

time of the hybrid motion detection system.  

   

A.   The 2D – Wavelet Transform 

The 2D-DWT is defined by (7) and (8) for the image frames 

within the image frame sequences ],[ yxf  of size M x N. 

),,( nmjW
 are coefficients defined as approximations of  

],[ yxf  with j0 the starting scale. The 

),,( nmjW i


coefficients add horizontal, vertical and diagonal 

details for scales j. N=M=2
j
 so that j = 0, 1, 2, …, j – 1 and 

m = n = 0, 1, 2, …, 2
j
 – 1.  
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A captured image frame ],[ yxf contains a vector space 

jV  which has
j2 pixels in

jV  with j = 0, 1, 2 ….n-1. 

 

B.   Haar Wavelet Compression 

The Haar wavelet is used for most image processing 

applications because of its simple algorithm, high 

compression processing time and compactness [3], [17], 

[19]. (9) is the conventional 2D Haar wavelet scaled and 

translated box functions.  
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The Haar wavelets corresponding to the box basis are given 

by (10): 
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C.  Daubechies Wavelet Compression 

Daubechies’ wavelets are used in image analysis and 

synthesis because they are orthonormal, have continuous 

derivatives (images are smooth except occasional edges) and 

compact algorithms [18], [20]. The Daubechies’ wavelets 

have quadratic mirror filters of the Haar wavelet. Like the 

Haar wavelet the Daubechies’ wavelet was translated for any 

image frame ],[ yxf within the captured sequence.  

 

D.. Biorthogonal Wavelet Compression 

Biorthogonal Wavelets exhibit properties of linear phase 

which is needed for signal and image reconstruction and 

analysis [1]. They are excellent for image coding and de-

noising [9],[16]. Many elegant quantization and entropy 

coding techniques have been developed that exploit the 

multi-resolution nature of this wavelet family to enhance the 

low bit rate coding of images [18]. The properties of the 

biorthogonal wavelets have duality in any subspace because 

of its symmetry and separate decomposition and 

reconstruction functions in each member of its family of 

wavelets [28], [29]. The scaling functions are obtained by 

multiplication for a vector space 
jV  which can be translated 

to an image matrix frame ],[ yxf .  

IV. EXPERIMENTAL RESULTS  

In this section we discuss the results obtained from the DSP 

system, the ANN system and the Hybrid Systems as motion 

detectors.  

 

 A.  DSP Motion Detector 

Fig 4 is the results of the DSP motion detector with induced 

noise. During motion detection and object extraction the 

DSP system cannot deal with the induced noise as a single 

system. A median filter had to be introduced to filter noise 

resulting in Fig 4 (d) [10].  
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(a) 

  
(b) 

 

 
 (c) 

 

 
(d) 

Fig 4: DSP Motion Detection, (a) Captured Image Sequence (b) Induced 

Noise Salt & Pepper at 0.09 (c) DSP Motion Detection and Extraction (d) 

Median Filtered and Enhanced  Image Sequence 

B.  ANN Motion Detector 

The ANN system shown in fig 2 was configured as a motion 

detection system with the DSP stage bypassed. Image 

sequence frames were presented to the input of each neural 

network from
nNNtoNN1
is depicted in fig 2. Fig. 5(a) 

represents the image sequence used in the NN and is similar 

to that used for the DSP motion detection system. Each gray 

scaled 256 x 256 image frame matrix is first normalized to 

the range [0, 1] for faster convergence of the target during 

training before being applied into the network [6], [8], [15]. 

Each subsequent frame forms the target for the preceding 

NN for motion detection. Image frame sequence Ka (11) are 

presented to the ANN system. 

 

Ka = (K'1, K'2,……K'n
th

)                                                 (11)   

 

 The ANN’s behave as a motion detecting ensemble to 

indicate the new position of the object. The output is 

represented by Z (12) Fig 5(c).  
 

 

(a)  

 
(b) 

 
(c) 

 
(d) 

 

Fig 5: ANN Motion Detection and Filtering: (a) Captured Image Sequence 

(b) Induced Noise Salt & Pepper at 0.09 (c) ANN Motion Detection, 

Filtering and Image Extraction (d) Image Enhancement 

 

 Z  = (Z'1,  Z'2,……..,Z'n
th

 )                                            (12) 

 

In order to standardize the end processing for comparison 

Fig 5(d) is enhanced as in Fig 4(d) of the DSP detector 

system to ensure the validity of the comparison between the 

ANN and DSP systems.    

  Comparative Peak Signal to Noise Ratio (PSNR) responses 

of the DSP Motion Detection system vs the ANN Motion 

Detection System are presented in Fig 6. Fig 6 shows that 

the AES has a superior PSNR response than the DSP. With 

regard to Fig. 6 the PSNR are shown as follows: 

 

C. Comparing the DSP vs ANN Motion Detector  

Image Sequence 1, captured image sequence:  

Under identical conditions for each motion detection test  

(Fig. 4(a) and Fig. 5(a)). 

Sequence 2, noise is induced:  

For each image frame within the sequence 0.09 salt & 

pepper is induced (Fig. 4(b) and Fig. 5(b)). 

Sequence 3, motion detection:  

(Fig.4(c) DSP motion detection and extraction and Fig. 5(c) 

AES motion detection, object extraction and filtering). 

 Sequence 4, image enhancement:  

Image frames of each sequence is enhanced for comparison 

 (Fig. 4(d) and Fig. 5(d)). 
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Fig 6: PSNR of DSP System vs ANN Motion Detection System 

 

Table 1 shows the average processing time of the DSP 

motion detection system vs the processing speed of the ANN 

system. The DSP system shows off a far more superior 

processing time than the ANN system. Although the DSP 

system is faster the ANN system has superior quality end 

processing images when compared to the DSP system as 

shown in fig 6. 
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TABLE 1:  

DSP vs ANN Ensemble Motion Detection (AES) Timing 

 

 

D.  Hybrid Motion Detection 

The proposed hybrid system exploits the advantages of the 

DSP system and the AES to form a single system for 

improved motion detection object extraction and filtering. 

The results of the hybrid motion detection system using 

three wavelet image compression techniques as 

preprocessing are shown in Fig 7, Fig 8 and Fig 9. The 

compression algorithms were applied in order to improve the 

overall processing time for object motion detection and 

filtering. The wavelet image compression is applied as 

follows:  Fig 7 Haar compression, Fig 8 Daubechies (db4) 

and Fig 9 biorthogonal (bior 1.3). 

 

 
(a) 

 

(b) 

 
(c)  

 

 
(d) 

 

 
(e) 

Fig 7: Motion Detection of the Hybrid AES using Haar Wavelet 

Compression (a) Captured Image Sequence (b) Image compression (c) 

Induced noise Salt & Pepper at 0.09. (d) Image motion detection and 

extraction (e) Image Enhancement  

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

 
(e) 

 
Fig 8: Motion Detection of the Hybrid AES using Daubechies Wavelet 

Compression (a) Captured Image Sequence (b) Image compression (c) 

Induced noise Salt & Pepper at 0.09. (d) Image motion detection and 

extraction (e) Image Enhancement  

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

 
Fig 9: Motion Detection of the Hybrid AES using Biorthogonal Wavelet (a) 

Captured Image Sequence (b) Image compression (c) Induced noise Salt & 

Pepper at 0.09. (d) Image motion detection and extraction (e) Image 

Enhancement  
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DSP Motion 
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The (PSNR) responses of the Hybrid Motion Detection 

system vs the DSP system is presented in Fig 10 while Table 

1 shows the timing of the systems. Fig 10 shows that the 

hybrid system has a superior PSNR response than that of the 

DSP system. With regard to Fig. 10 the PSNR are shown as 

follows: 

 

E. Comparison of the DSP vs Hybrid Motion Detector 

Sequence 1, captured image sequences:  

Under identical conditions for each motion detection test 

(Fig. 4 (a), Fig. 7(a), Fig. 8(a), and Fig. 9(a)). 

Sequence 2, image frames are compressed:  

For each image frame within the captured sequences 

different image compression methods are applied (Fig 4 (a), 

Fig. 7(b), Fig. 8(b) and Fig. 9(b)). Fig 4 (a) is repeated in 

this sequence because no image compression was applied to 

the DSP system.  

Sequence 3, noise is induced:  

The same level of noise is induced to each frame of each 

image sequence (Fig 4 (b), Fig. 7(c), Fig. 8(c) and Fig. 9(c)). 

Sequence 4, motion is detected:  

Motion detection and object extraction (Fig 4(c), Fig. 7(d), 

Fig. 8(d) and Fig. 9 (d)). Noise is not removed in Fig 4 (c) of 

the DSP system.  

Sequence 5, image enhancement: 

Each frame of the image sequence is enhanced to show the 

new position of the non – stationary object (Fig 4 (d), Fig. 

7(e), Fig. 8(e) and Fig. 9(e)). 
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Fig: 10. PSNR of the Hybrid System with DWT Image Compression 

Preprocessing 
 

TABLE 2  

Hybrid Motion Detection Timing with Image Compression 

 

Hybrid AES  

Motion 

Detection 

Timing 

Haar Image 

Compression 

Preprocessing 

Daub (db4) 

Image 

Compression 

Preprocessing 

Bior 1.3 

Image 

Compression 

Preprocessing 
without noise 

 
2.11mins 2.56 mins 2.01 mins 

with induced 

noise 
2. 47 mins 

 
3.17mins 3.48 mins 

 

Table 2 shows the average processing time of the Hybrid 

Motion Detection System. With regards to table 1 and table 

2, there is improved processing time with applying the 

hybrid motion detection system. When considering the 

image compression preprocessing applied to the image 

sequences of the hybrid system, the Haar exhibits the fastest 

average processing time, followed by Bior (1.3), then Daub 

(db4).  

V. CONCLUSION 

  This paper showed that the hybrid motion detection system 

used for object detection, extraction and filtering had 

improved processing time and still retained high image 

quality with image compression preprocessing methods. The 

method of object motion detection, extraction and filtering 

presented proved superior to the conventional DSP motion 

detection system. The DSP system displayed faster 

processing time than the ANN motion detection system as 

shown in table 1, but the hybrid system performed better by 

producing better image quality sequences shown in Fig 10. 

A major contributing factor to the slow processing time of 

the hybrid system was as a result of the hardware constraints 

of the computer systems which initially did not provide 

reliable results when applying the serial hybrid scheme but 

provided reliable results in the parallel scheme.  
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