
 

 

Abstract- Present day state-of-art Automatic Speech 

Recognition (ASR) systems adapt to the environment through 

supervised learning techniques using labeled speech corpora.  

ASR systems need huge-labeled data for adaptation and 

labeling such huge data is expensive and impracticable. On the 

other hand, Human Auditory Recognition (HAR) systems learn 

from “Everyday Speech” which represents the environmental 

conditions. 

 In this paper, we use unsupervised learning techniques to 

address the above adaptation problem. The new algorithm uses 

phonetic distance dissimilarity measures to enable ASR systems 

to learn from the test data.  Hybrid HMM (Hidden Markov 

Model) and VQ (Vector Quantization) model is used to hold the 

knowledge base similar to its counterparts with the HAR 

system. Multi-Layer Code Book (MLCB) is used to optimize 

the search space. 

The new algorithm is tested with data sets taken from 

CMUDICT and the test results have shown significant 

improvements in Word Error Rate (WER) measurements. The 

adaptation process using unsupervised learning algorithm is 

inexpensive, automated and faster compared to the existing 

techniques. 

 
Index Terms—unsupervised learning, adaptation, ASR 

systems, Multi-layer code book   

I. INTRODUCTION 

LOCK diagram of a typical ASR system is given in 

Figure 1.  It consists of four modules – Feature 

Extraction module, Acoustic Model (AM), Decoder module 

and Language model (LM).  

 

       
Fig. 1.  Block diagram of a typical ASR system 

      

     The input waveform is converted into a set of feature 

parametric vectors.  Mel-frequency Cepstral Coefficients 
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(MFCC), its first order delta MFCC and second order delta 

MFCC are used for feature extraction [3], [5], [9]. The 

various techniques used to improve the parametric 

representation are given in the Table I. 

TABLE I 

FEATURES IMPROVEMENT TECHNIQUES 

         Algorithm Purpose 

Recursive Least Squares (RLS) 

Vector Taylor series (VTS) 
Noise cancellation 

Short –time Energy (STE) 

Zero Crossing Rate (ZCR) 

Frame based Teager’s Energy (FTE) 

Energy Entropy Feature (EEF) 

End point detection, 

and Speech 

segmentation 

Mel Frequency Cepstral Coefficient 

(MFCC) 

Perceptual Linear Prediction (PLP) 

Coefficients 

Cepstral mean subtraction (CMS) 

Feature extraction 

RASTA filtering For Noisy speech  

Principle Component Analysis (LCA) 

Linear Discriminant Analysis (LDA)  

Feature Trans-

formation  

     Acoustic Model (AM) converts the speech parametric 

vectors into corresponding phoneme sequences.  Hidden 

Markov Models (HMM) are used for acoustic modeling 

[10], [16].  Various learning and decoding techniques are 

given in the Table II.   
TABLE II 

LEARNING AND DECODING TECHNIQUES 

Maximum Likelihood estimation 

(MLE) 

Maximum a Posteriori (MAP) 

Supervised Learning 

methods 

Maximum Mutual Information 

Estimation (MMIE) 

Mini Classification Error (MCE) 

discriminative training 

Back Propagation Training MLPs 

Vector Quantisation (VQ) 

K-Means Algorithm 

Expectation Max (EM) 

Algorithm 

Unsupervised Training 

Classification and Regression 

Trees (CART) 
Pattern recognition 

Dynamic Programming DTW  

Forward Algorithm, Viterbi 

Algorithm, Baum – Welch 

Algorithm  

HMM Evaluation, 

Decoder    
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 Decoder converts the phoneme sequences into words and 

uses Language Model (LM) for semantic validation [19], 

[21].  

     Adaptation of ASR systems is the inbuilt capability to 

discern and learn while it is being tested [1], [8], [17], [18].  

It will make use of the everyday speech which available 

while the ASR system is under use for learning new words 

and new pronunciations.  Since the process is online, it does 

not have the overheads of delay and expenses for labeling 

the speech corpora [6], [7].  

     In this paper, we presented an algorithm which uses 

data driven unsupervised methods to learn from the test data. 

The size of search space for finding the word hypothesis 

corresponding to the input phoneme sequences is optimized 

using multi-layer code book architecture.  This paper is 

organized into six parts.  Part II gives a brief overview of the 

related work. Part III describes the architectural design of 

the proposed adaptive ASR system.  Design of Multi-layered 

Code Book is described in part IV.  Part V covers the 

adaptation algorithm and part VI deals with the 

implementation details and results. 

II. REVIEW OF RELATED WORK 

     In a closed vocabulary ASR systems, Out of 

Vocabulary (OOV) words and words with different 

pronunciations, encountered during recognition, will result 

in errors.  A semi-supervised learning method was suggested 

by Raj Reddy et al [11]. In a dictation machine, the user 

corrects the erroneous word, and if the corrected word is 

OOV, that word is added to the vocabulary so that during 

future references, the word is correctly recognized.   A set of 

n-best variants of pronunciations is derived for each word 

from its orthographic spelling.  Each word in the n-best list 

and the acoustic waveform corresponding to that are aligned 

and probability based on maximum likelihood is calculated. 

Further, the phonetic transition penalty is calculated from the 

phone transition costs.  Above three scores are multiplied to 

derive the combined score corresponding to each hypothesis 

and the highest ranking pronunciation is selected as the base-

form pronunciation for that word.    

   T. Holter et al [12] developed an algorithm which 

creates pronunciations for various words using maximum 

likelihood criteria.  The spoken words are converted to 

phoneme sequence and compared with the pronunciations in 

the pronunciation dictionary.  The Maximum likelihood 

approach is adapted to create a single base-form for each 

word. Some words show variations of pronunciations among 

speakers.  In such cases, more than one pronunciation is 

used to represent the words. Some words inherently show 

large variability in pronunciation, in which case, multiple 

pronunciations are used to represent those words.   

    Alex S. Park and James R. Glass described an off-line 

unsupervised learning method.  It assumes that there is 

enough regularity in the acoustic speech which makes it 

possible to identify all lexical units from raw data [13].    

Waveform segments with similar patterns are identified and 

grouped together and decoded.   The process of generating 

lexical units is carried out off-line.  The recorded classroom 

lecture of one hour duration is taken as test data.  

     Amos Tversky described various methods of 

measuring distances between objects based on the 

comparison of the features [2], [4].  The objects are 

represented as a set of features.  The feature sets of two 

objects are compared.  The super set of features contains all 

the features representing both the objects.  It contains three 

sub-sets.  One sub-set comprises of the features which are 

common for both the objects and the other two sub-sets 

comprise of the features which are exclusive to the 

respective objects.  The ratio between the number of 

common features and the total number of features gives the 

similarity between the two objects.   

     John Nerbonne et al compare various European dialect 

words by measuring the phonetic distances [20].  The 

phonetic distance between a pair of phonemes can be 

estimated by calculating the difference between the features.  

Manhattan distance is the sum of differences between the 

feature vectors.  The Euclidean distance between two 

phonemes is calculated as the square root of the sum of 

squared distances.   The third method is the Pearson 

correlation coefficient method.  The distance is measured as 

1 – r where r is the correlation coefficient.   

     Stefan Schaden [22] suggested weighted overlapping 

of the features as the measure of the cost of substitution and 

uses weighted Jaccard coefficient to calculate the 

substitution cost.  It is the ratio between the number of the 

features which are not common to both phoneme features 

and the total number of features.  The ratio is multiplied by a 

weight which is calibrated for optimum results. 

     The Levenshtein distance is the distortion between two 

phoneme sequences. The two phoneme sequences are 

aligned and the alignment which gives with minimum 

distance is selected.  The edit distance is measured in terms 

three operations.  They are insertion cost, deletion cost and 

substitution operations.  The cost of substitution operation is 

the distance between the phoneme pair. The cost of 

substitution operation will be different for different phoneme 

pairs.  The substitution cost for all pairs of phonemes is 

added and the average substitution cost is calculated.  The 

cost of insertion or deletion operation is calculated as half of 

the average substitution cost [23].  

III. ADAPTATION ASR SYSTEM 

Adaptation ASR system has two sub-systems – ASR sub-

system and Adaptation sub-system.  The ASR sub-system is 

a standard ASR system.  It converts the raw speech acoustic 

waveform into a sequence of phonemes corresponding to the 

input word.  The further details of this sub-system are out of 

scope of this paper.  The adaptation sub-system is the heart 

of the Adaptation ASR system.  It consists of six modules.  

They are (1) MLCB module, (2) Phoneme cost matrix (3) 

Dynamic phone warping module, (4) Semantic decoder 

module, (5) The language model, (6) Master pronunciation 

dictionary.  The block diagram of the Adaptation ASR 

system is given in Figure 2.  Functions of the above modules 

are described as under: 

Proceedings of the International MultiConference of Engineers and Computer Scientists 2014 Vol I, 
IMECS 2014, March 12 - 14, 2014, Hong Kong

ISBN: 978-988-19252-5-1 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

IMECS 2014



 

 

                                   

 
             Fig. 2. Block diagram of Adaptation ASR System

A. MLCB Module 

This module implements a multi-layered Code Book.  It is 

the space for storing the vocabulary W along with the 

corresponding pronunciation lexicon.    

 Pw ={Bm,(n)}   m =1, …, M;  n =1, …, N                      (1)  

Where Pw is the pronunciation lexicon, for the vocabulary 

of size W.  Bm,(n) is the nth base-form of word m. 

The architecture of MLCB is given in Figure 7 and is 

discussed in Part IV. 

B. Phoneme Cost Matrix   

Phoneme distance cost matrix is computed using 

articulatory features corresponding to various phonemes.  

The substitution cost between a pair of phonemes is 

calculated using the differences between the articulatory 

features of the two phonemes as a fraction of the total 

number of the articulatory features.  The cost matrix is 

shown in Figure 3. The cost of deletion (Insertion) is 

calculated as half of the average substitution costs. 

 
Fig. 3.  Phoneme cost matrix for Standard English phoneme set 

C. Dynamic Phone Warping (DPW) Module  

It is the core of the Adaptation Subsystem.  The DPW 

module calculates the phonetic distance between the analysis 

phoneme sequence Wa and the pronunciation baseforms 

Bm,(n) [14]. The n-best list of words is selected based on 

minimum distance criteria.  The hypothesis word is given by 

Dmin  =Argmin (d (Wa, Bm,(n)))  for all words in W   (2) 

Wh = Word m corresponding to Dmin                           (3) 

The distance between two phoneme sequences, Sequence 

A and Sequence B is calculated by using dynamic 

programming technique.  The length of Sequence A is M 

and the length of Sequence B is N.  The Sequence A has M 

phonemes, {P1, P2, …, Pm} and the Sequence B has N 

phonemes {P1, P2, …, Pn}. The first step is the alignment of 

the two sequences for the lowest score.  The procedure is as 

under: 

    Allot a two dimensional matrix, D with M rows and N 

columns.  Allot one row for each phoneme in Sequence A 

and one column for each phoneme in Sequence B. 

     D(i,j) is  (i,j)th entry in the matrix D. 

     D(i,j) is assigned a value as the calculations progress. 

     D(i,j) is the optimal score for i phonemes in 

sequence A and for  j phonemes in sequence B. 

     The first row and the first column of the D matrix are 

initialized as under: 

---------------------------------------------------------------- 

for i=1 to length(Sequence A)  

    D(I,1) <-  C*I   Where C is cost of insertion (Deletion) 

for j= 1 to length(Sequence B) 

   D(1,j) <- C*j  

----------------------------------------------------------------------------- 

   The remaining entries of the D matrix are calculated 

using following equation: 

D(i,j) = min ((Di-1, j-1) + C(Ai, Bj), Di-1,j + C, Di, j-1+C)    (4) 

Where C(Ai, Bj) is the cost of substituting Phoneme Bj 

for phoneme Ai.  These values are taken from the phoneme 

cost matrix. 

After all the values in the D matrix are computed, the 

value in the bottom right hand corner gives the minimum 

score for any alignment of phones between sequence A and 

Sequence B. 

     The actual alignment between Sequence A and Sequence 

B can be determined by back-tracking from the bottom right 

hand corner as under: 

     In case, the choice of the equation (4) is the value 

corresponding to (Di-1, j-1) + C(Ai, Bj), then phoneme Ai 

and Bj are aligned. 

     In case, the choice is the value corresponding to   

(Di-1,j + C), then Ai is aligned with a gap. It means that 

there is a cost of insertion. 

     In case, the choice is the value corresponding to   

(Di,j-1 + C), then Bj is aligned with a gap. It means that 
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there is a cost of deletion. 

The DPW algorithm is run on the vocabulary taken from 

CMUDICT.  The extract of three test cases is given in the 

Table III. 

 
TABLE III 

PHONETIC DISTANCES BETWEEN DIFFERENT WORDS AND THE SAME WORDS 

WITH DIFFERENT PRONUNCIATIONS 

S. No. Word Pronunciation Distance 

1 ACTIVISTS AE K T AH V AH S T S 0.00 

2 ACTIVISTS(1) AE K T IH  V  IH  S T S 0.08 

3 ANNUITY AH N UW IH T IY 0.26 

 

Test case 1

Sequence A: AE K T AH V AH S T S

Sequence B: AE K T AH V AH S T S

D Matrix = AE K T AH V AH S T S

0.00 0.18 0.36 0.54 0.72 0.90 1.08 1.26 1.44 1.62

AE 0.18 0.00 0.54 0.72 0.90 1.08 1.26 1.44 1.62 1.80

K 0.36 0.54 0.00 0.90 1.08 1.26 1.44 1.62 1.80 1.98

T 0.54 0.72 0.90 0.00 1.00 1.44 1.62 1.80 1.62 2.16

AH 0.72 0.90 1.08 1.00 0.00 1.00 1.44 1.98 2.16 1.98

V 0.90 1.08 1.26 1.44 1.00 0.00 1.00 1.80 2.34 2.52

AH 1.08 1.26 1.44 1.62 1.44 1.00 0.00 1.00 2.00 2.70

S 1.26 1.44 1.62 1.80 1.98 1.80 1.00 0.00 1.00 2.00

T 1.44 1.62 1.80 1.62 2.16 2.34 2.00 1.00 0.00 1.00

S 1.62 1.80 1.98 2.16 1.98 2.52 2.70 2.00 1.00 0.00

Phonetic Distance =  0.00  
 

Fig. 4.  Phonetic distance between two sequences with the same 

pronunciation.  The distance is zero. 

 

Test case 2

Sequence A: AE K T AH  V AH  S T S

Sequence B: AE K T  HI   V HI   S T S

  AE K T AH V AH S T S

0.00 0.18 0.36 0.54 0.72 0.90 1.08 1.26 1.44 1.62

AE 0.18 0.00 0.54 0.72 0.90 1.08 1.26 1.44 1.62 1.80

K 0.36 0.54 0.00 0.90 1.08 1.26 1.44 1.62 1.80 1.98

T 0.54 0.72 0.90 0.00 1.00 1.44 1.62 1.80 1.62 2.16

IH 0.72 0.90 1.08 1.00 0.36 1.36 1.80 1.98 2.16 1.98

V 0.90 1.08 1.26 1.44 1.36 0.36 1.36 2.16 2.34 2.52

IH 1.08 1.26 1.44 1.62 1.80 1.36 0.72 1.72 2.52 2.70

S 1.26 1.44 1.62 1.80 1.98 2.16 1.72 0.72 1.72 2.52

T 1.44 1.62 1.80 1.62 2.16 2.34 2.52 1.72 0.72 1.72

S 1.62 1.80 1.98 2.16 1.98 2.52 2.70 2.52 1.72 0.72

Phonetic Distance =  0.08
 

Fig. 5.  Phonetic distance between two different pronunciations of the 

same word “ACTIVISTS”.  The distance is less than Dcut-off. 

The test case results show that the DPW algorithm 

initializes and fills up all the values of the D matrix.  The 

value at the bottom right hand corner is normalized with the 

number of phonemes on the longest sequence.  The 

normalized value gives the phonetic distance between the 

two phoneme sequences. 

     Test case 1 shows the DPW results between the phoneme 

sequences of the same word, “ACTIVISTS”. The phoneme 

sequences match with each other.  Therefore, the phonetic 

distance between the two sequences is zero. 

     Test case 2 gives the DPW results between the phoneme 

sequences of the same word, but with different 

pronunciations.  The phonetic distance is 0.08, which is less 

than the Dcut-off value.  Therefore, the phoneme sequence 

under test is taken as a variation of pronunciation of the 

hypothesis word.  

     Test case 3 shows the results of the DPW results of two 

phoneme sequences corresponding to two different words.  

The phonetic distance is more than the Dcut-off value.  

Therefore, the phoneme sequence under test is taken as 

corresponding to an OOV word and pronunciation 

dictionary is searched for a new word. 

Test case 3

Sequence A:  AE K   T   AH  V AH  S    T   S 

Sequence B:     -  -    AH  N   U  W   IH  T  IY

D = AH N UW IH T IY

0.00 0.18 0.36 0.54 0.72 0.90 1.08

AE 0.18 0.36 0.54 0.72 0.90 1.08 1.26

K 0.36 0.54 0.72 0.90 1.08 1.26 1.44

T 0.54 0.72 0.90 1.08 1.26 1.08 1.62

AH 0.72 0.90 1.08 1.26 1.44 1.62 1.44

V 0.90 1.08 1.26 1.44 1.62 1.80 1.98

AH 1.08 1.26 1.44 1.62 1.80 1.98 2.16

S 1.26 1.44 1.62 1.80 1.98 2.16 2.34

T 1.44 1.62 1.80 1.98 2.16 1.98 2.52

S 1.62 1.80 1.98 2.16 2.34 2.52 2.34

Phonetic Distance =  0.26
 

 Fig. 6. Phonetic distance between two different words “ACTIVITS” 

 and “ANNUITY”.  The distance is more than Dcut-off 

D.  Semantic Decode module   

This module decodes the final word Wf output from the n-

best hypothesis words, based on the following rules 

Wf   =   Wh     if     0 < Dmin ≤  Dcut-off                         (5) 

        =   Woov if           Dmin >  Dcut-off                         (6) 

Dcut-off is the cut off value of the phonetic distance.  If 

Dmin is more than D cut-off value, it is categorized as OOV.      

In case  Dmin value is less than or equal to Dcut-off 

value, the hypothesis word is considered as the 

pronunciation lexicon variant of the hypothesis word and the 

pronunciation lexicon corresponding to Analysis word Wa is 

added to MLCB corresponding to the hypothesis word.   

In case, Dmin value is more than Dcut-off value, then the 

analysis word is considered as OOV of MLCB and Wh is 

discarded.  The master pronunciation dictionary is searched 

for semantically suitable word Woov.  The Woov is then 

enrolled into the MLCB for future references. 

In case, Dmin value is equal to zero, the pronunciation 

phoneme sequence of the analysis word, Wa is perfectly 

matching with one of the pronunciation lexicon of the 

hypothesis word, Wh, and so the Wh is considered as correct 

and is output as Wf. 

The value of Dcut-off decides whether the analysis 

phoneme sequence is a pronunciation variant of the 

hypothesis word or the analysis phoneme sequence 

correspondence to OOV word.  In case the Dcut-off value is 

less than the optimum value, then some pronunciation 

variations are categorized as OOV words and the hypothesis 
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word is discarded. The pronunciation dictionary is searched 

to get a new word and the new word is enrolled into the 

MLCB.  It results in an increase in WER and the consequent 

process overhead.  On the other hand, in case the Dcut-off 

value is more than the optimum value, then analysis 

phoneme sequence corresponding to OOV words are 

categorized as pronunciation variations of hypothesis words 

and the semantic rules of the language model are applied to 

decide the context.  It results in increase WER and the 

process overhead.  Therefore, the value of Dcut-off is 

critical to the optimum performance of the Adaptation ASR 

system.   The value of Dcut-off is decided empirically.   

E. Language Model (LM)  

The bi-gram grammar rules are used for the preparation of 

language model.  The Semantic decoder uses the language 

model rules while deciding the semantic context. 

F. Master Pronunciation Dictionary  

CMU’s Pronouncing Dictionary version 0.07a is used as a 

master pronunciation lexicon database [15].  It contains 

approximately 133,300 plain text words which are mapped 

to their pronunciation phonetic strings.  It has approximately 

8500 words which provide two or more alternate 

pronunciations.  In case an OOV word is encountered, the 

semantic decoder searches the master pronunciation 

dictionary for a semantically correct word which meets the 

criteria of minimum phonetic distance. The new word is 

enrolled into MLCB for future references. 

IV. DESIGN OF MULTI-LAYER CODE BOOK (MLCB)  

When the analysis phoneme sequence does not exactly 

match with the pronunciation lexicon in MLCB, there are 

two possibilities. First possibility is that the phoneme 

sequence is a pronunciation variant of a word class in 

MLCB. The other possibility is that it is an OOV word.  In 

both the cases, a new lexicon or a new word class is enrolled 

into the MLCB and the size and search space of the 

codebook increases as the enrolment progresses.  Multi-

Layered Code Book (MLCB) architecture is used to keep the 

current search space optimal to achieve high recognition 

performance.  MLCB architecture is given in the Figure 7. 

Fig. 7. MLCB Architecture   

V. ALGORITHM 

A. Step 1: Initialization 

 Initialize Layer 4 with 10 words for bootstrapping. 

 Prepare test data with different pronunciation lexicon 

 Build Language model  

B. Step 2: Iteration 

 Generate phone sequences corresponding to analysis 

words from test data. 

 Compute phonetic distance between the analysis word 

and all lexicons in the MLCB layer 4.   

 In case the Dmin is non-zero, search layer 3, 2 and 1.  

 Generate word hypothesis. 

C. Step 3:  Decision 

 In case, Dmin is zero, consider hypothesis word as 

Final word and output the text. 

 In case, Dmin is greater than zero and less than Dcut-

off, check for the context using semantic rules.   

 If the word hypothesis matches the context, then enroll 

the corresponding pronunciation lexicon into the MLCB. 

 In case, the Dmin value is more than Dcut-off value or 

the Hypothesis word is not matching the semantic rules, 

then search for a new word in the master pronunciation 

dictionary which matches the semantics with less than 

Dcut-off value and enroll the word and the corresponding 

lexicon as a new class into MLCB. 

D.  Step 4 

 Iterate step 2 and 3 for all the input data. 

VI. IMPLEMENTATION 

 Adaptation ASR sub-system simulated using Java.  CMU 

Sphinx tools are used to obtain the phoneme sequence for 

the word in the test data.  The distances between these 

phoneme sequences and all the pronunciation sequences in 

the MLCB are measured using DPW.  The distance is 

measured on the scale from zero to one. The distance 

between two exactly matching phoneme sequences is zero 

and the maximum distance between two different phoneme 

sequences is one. 

Analysis of the experimental results show that the 

distances between the base-form pronunciation and the other 

variant pronunciations lie between zero and 0.9.  Therefore, 

the cut-off distance (Dcut-off) is empirically fixed at 0.9. 

The life cycle of the adaptation process has two phases – 

learning phase and stable phase.  In the learning phase, the 

ASR system is in the process of adding new pronunciations 

and new words from the input test data. The WER is high in 

the beginning of the learning phase and reduces as the input 

test data increases.  

The stable phase starts when all the frequently used words 

are enrolled. The WER decreases to the lowest level. Each 

speaker has a fixed set of vocabulary.  Therefore, when the 

input data is speaker dependent, the new word enrolments 

are at minimum level and the WER becomes flat. However, 

when the input data is speaker independent, there will be 

new word enrolments and new pronunciations.  Therefore, 

the WER is more when compared to speaker dependent 

input data.  The experimental results are shown in Figure 8.   

CMU pronunciation dictionary version 0.07a is used to 

create data corpus. The test data set is prepared using 200 

commonly used words.    

Multi-layer Code Book Architecture 

Layer 4 – 

Front-end 
Recently and Frequently used Lexicon 

Layer 3  Recently used Lexicon 

Layer 2   Frequently Used Lexicon 

Layer 1  Base Pronunciation lexicon Database 
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Fig. 8.  WER vs Number of words enrolled in MLCB 

VII. CONCLUSIONS 

In everyday life, we face people with the different accent, 

adverse environmental conditions which add noise, 

distortion, Lombard and also we hear new words which are 

not heard earlier.  While human beings adapt to the 

“Everyday Speech” based on the semantic context of the 

words in a sentence and remember the same,   Automatic 

Speech Recognition (ASR) systems lack this capability.  

ASR systems need huge-labeled data for adapting to the 

environment which is impracticable. Performance of ASR 

systems degrades considerably when there is a slight 

variation in environmental conditions under which it is 

trained.   

The proposed algorithm uses unsupervised learning 

techniques for adapting the easily available “Everyday 

Speech” like its counterparts with Human auditory 

Recognition (HAR) capabilities.  Word-to-word phonetic 

distance is used to recognize words with the different accent 

and the word semantic context is used to validate the words 

and add new words into the vocabulary.   

“Everyday Speech” is available in abundance online and 

ASR systems with unsupervised learning capabilities can 

adapt themselves for different prosodic accents and 

environmental conditions. The adaptation process using 

unsupervised learning algorithm is inexpensive, automated 

and faster compared to the existing techniques. 
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