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Abstract—Network virtualization has attracted considerable
attention currently, and it has been expected to be utilized as
new-generation network technology. For the network virtualiza-
tion, improved network robustness is indispensable for virtual
networks and a physical network. Moreover, it is important to
utilize network resources in the physical network and construct
a lot of virtual networks. In this paper, we propose a new virtual
network construction so as to construct a lot of virtual networks.
Our proposed method utilizes K-shortest path algorithm and
Prim’s MST algorithm. At first, in the proposed method,
K topologies of virtual networks are designed by using the
K-shortest path algorithm and the Prim’s MST algorithm
instead of the KMB algorithm. Because many topologies are
designed, it is expected that a request of constructing a virtual
network can be accepted with a high probability. We evaluate
the performance of our proposed method for three different
topologies with simulation. We investigate the effectiveness of
our proposed method by comparing this method with the
conventional method. In addition, we evaluate the computation
time of the K-shortest path algorithm. In numerical examples,
we show that our proposed method is effective in a large-scale
backbone network.

Index Terms—Network virtualization, Topology design, Ro-
bustness, K-shortest path algorithm, Admission control

|. INTRODUCTION

ETWORK virtualization has attracted considerable at-

tention currently, and this technology has been expected
to be utilized as a new-generation network technology [1],
[2]. For the network virtualization, multiple virtual networks
can be constructed over a physical network by using network
resources. The constructed virtual networks are provided
with users, and each user can utilize the provided virtual
network independently of other virtual networks.

It is important to consider how multiple virtual networks
should be constructed over a physical network. This is
because the amount of available resources is limited and
virtual networks have to share the limited resources. There-
fore, some methods for virtual network construction have
been studied in [3], [4], [5], [6]. These methods consider
several kinds of issues; the minimization of traffic load,
the simplicity of resource allocation, the independence of
network topology, the revenue from users, and so on.

Here, in recent network management, one of the impor-
tant challenges is to satisfy service level agreement (SLA)
requirements of users [7], [8]. For the network virtualiza-
tion, improved network robustness is also indispensable for
virtual networks and physical network. In [9], in order to
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construct virtual networks while keeping the robustness of a
physical network, authors have considered a virtual network
construction. In this method, a performance metric of the
network robustness, which is called network criticality, is
calculated for the physical network by using an extended
network graph. Then, a topology of each virtual network is
designed according to KMB algorithm so as not to reduce
the robustness of the physical network.

This topology design of virtual network is effective to keep
the robustness of the physical network. On the other hand, in
this method, only one topology is designed for each virtual
network. If this topology cannot satisfy construction condi-
tions about the amount of resources and the robustness of
physical network, this construction is rejected immediately.
Therefore, some virtual networks may not be constructed on
the physical network even if other topologies can satisfy the
construction condition.

In this paper, we propose a new virtual network construc-
tion by extending the method in [9] so as to construct a
lot of virtual networks. Our proposed method utilizes K-
shortest path algorithm and Prim’s MST algorithm instead
of the KMB algorithm. At first, in the proposed method,
K topologies of virtual networks are designed by using the
K-shortest path algorithm and the Prim’s MST algorithm.
Because many topologies are designed, it is expected that
a request of constructing a virtual network can be accepted
with a high probability. We evaluate the performance of our
proposed method in three different topologies with simula-
tion. We investigate the effectiveness of our proposed method
by comparing this method with the conventional method. In
addition, we evaluate a computation time of the K -shortest
path algorithm.

The rest of this paper is organized as follows. Section
Il introduces two performance metrics in order to evaluate
network robustness. Section Il explains the detail of our
proposed virtual network construction. Section IV shows
some numerical examples and Sect. V describes conclusions
and future work.

Il. RELATED WORK

A. Robustness Evaluation of Physical Network for Network
Virtualization

In this subsection, we explain how to evaluate robustness
of a physical network to construct virtual networks [9].

Now, we denote the number of nodes as M and denote
the number of links as N. Here, V = {vy,---,vp} and
E ={ey,---,en} represent the set of nodes and the set of
links, respectively. In addition, let w} > 0 be a weight that
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Fig. 1.

Generated new network graph.

represents the amount of resources of node v; and let w§ > 0
be a weight that represents the amount of resources of link ¢;.
From these weights, the two sets of weights are denoted as
WV = {w?, -, wy} for nodes and W& = {w§,---, ws}
for links. Finally, we denote a graph of the physical network
as G = (V,E, WV W¥E),

Here, we focus on node v; (i = 1,---, M) whose weight
is w?. Let the number of links that are connected with v; be
h; > 1. In this case, the node v; is divided into h; nodes
{v},---,vP"}. Then, a new generated node for the original
node, v¥ (k = 1,---, h;), is connected with a new generated
node for another original node v;, vé- (j # 7), by using an
original link weight of this link is equal to the weight of the
original link. Moreover, the h; nodes for the original node
v; are connected with each other by using h;(h; —1)/2 new
links as a full-mesh network. The weights of these links are
equal to the weight of the original node v;, i.e., w. Thus,
the weight of each node is denoted as the link weight in the
new network graph (see Fig. 1).

For the obtained network graph, weight matrix is denoted
as WV and diagonal matrix is denoted as DV In this case,
a new Laplacian matrix L" is given by

LV =DV -wV. (1)

Finally, network criticality = that is a performance metric
about network robustness is derived from

=2V Tr(LV"), )

where n"" is the number of nodes in the new network graph.

B. Virtual Network Construction with Network Criticality

In [9], a virtual network construction with network criti-
cality has been proposed. This method can be utilized in a
simple system of the network virtualization. In the system,
an user who would like to utilize a virtual network sends a
request for a desired virtual network to a service provider.
Figure 2 shows how the service provider provides a virtual
network with the user.

Here, the request includes any nodes that should be
included in the desired virtual network and the amount of net-
work resources needed for the virtual network. The service
provider has to provide a virtual network with the user over
the physical network so as to satisfy both robustness of the
physical network and the user’s request. In the conventional
method, in order to find the optimal topology of a virtual
network, KMB algorithm is utilized because this problem is
a Steiner minimal tree (SMT) problem [10].

Then, for the obtained topology, the service provider
checks whether the virtual network can be constructed or
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Fig. 2. Conventional virtual network construction with network criticality.

not with the remaining network resources. If the amount of
remaining network resources is insufficient, the user’s request
is rejected. Otherwise, assuming that the virtual network
was provided and the network resource in the physical
network was reduced, the service provider evaluates the
network criticality of the remaining physical network from
(2). By using an admission control, the virtual network is
constructed and provided if the network criticality of the
remaining physical network does not exceed the pre-defined
threshold. This admission control can keep the robustness of
the remaining physical network.

C. Performance Issue of Virtual Network Construction with
Network Criticality

As explained in the previous subsection, in the conven-
tional virtual network construction, the topology of virtual
network is determined with the KMB algorithm. Here, the
KMB algorithm consists of Dijkstra’s algorithm and Prim’s
MST algorithm, and hence only one topology of the virtual
network is designed. If the amount of resources is insufficient
on the designed topology, the virtual network cannot be
constructed. In addition, if the network robustness of the
remaining physical network exceeds the threshold, the virtual
network cannot be constructed. Therefore, some virtual net-
works may not be constructed on the physical network even
if other topologies can satisfy the construction condition.

I1l. PROPOSED METHOD

In this paper, in order to resolve the above-mentioned
performance issue for the conventional method, we propose
a new virtual network construction with K-shortest path
algorithm and Prim’s MST algorithm.

A. Overview

Our proposed method is utilized in a simple network virtu-
alization system, as is the case with [9]. In the following, due
to simple explanation, we assume that network robustness of
a physical network has already been evaluated from (2) and
network criticality = has already been obtained. In addition,
we assume that threshold 7, for the network criticality has
been determined.

In this system, a service provider constructs a virtual
network on a physical network according to a user’s request
and provides the virtual network with users. In order to
construct and provide a virtual network, the service provider
utilizes our proposed method as follows (see Fig. 3).
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Fig. 3. A flowchart of our proposed algorithm.

1) The service provider receives a request of virtual net-
work construction from a user. This request includes
any nodes that should be included in the desired net-
work and the amount of network resources needed for
the virtual network. Go to step 2.

2) The service provider designs K topologies of the virtual
network by using K -shortest path algorithm and Prim’s
MST algorithm instead of KMB algorithm. In the
following, a virtual network that is constructed with the
ith shortest path is called the ith virtual network. Then,
1 is set to one, and go to step 3.

3) The service provider assumes that the ith virtual net-
work was provided. From (2), the service provider
computes the network criticality 7,,,,, of the remaining
physical network for evaluating its network robustness.
Go to step 4.

4) If the network criticality of the remaining physical
network is equal to or smaller than the threshold,
i.e., Thow < Tn, the service provider constructs and

provides the ith virtual network. Otherwise, go to step
5.

5) In this step, at first, 7 increases by one. If ¢ is equal to
or smaller than K, return to step 3. If 4 is larger than
K, the user’s request is rejected.

B. A user’s request for a virtual network

In our proposed method, a user sends a request to the
service provider when the user would like to utilize a virtual
network. This request includes the information about nodes
that have to be included in the provided virtual network.
Moreover, it includes the information about the amount of
resources that is used in the virtual network. Here, let H
(0 < H < M) be the number of nodes in the user’s request,
{v§,v3,---,v}} be a set of the nodes, and I > 0 be the
desired amount of resources. Finally, the user’s request is
represented as (v, v, -+, v}, 1).

C. Topology Design of Virtual Network with K'-shortest path
Algorithm and Prim’s MST Algorithm

A topology of virtual network has to be designed so
as to avoid the significant increase of network criticality
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Fig. 4. Topology design of virtual network with K -shortest path algorithm
and Prim’s MST algorithm.

for the remaining physical network. Here, let w¢ and w}
be the link cost of a new network graph as explained in
subsection I1-A. These costs are changed into the cost that
denotes the increase rate of the network criticality per the
unit of resources as follows:

®

Because the new costs represent the impact on the network
robustness, the topology whose cost is small should be
designed for each virtual network. Here, by considering
the performance issue of the conventional method, multiple
topologies should be designed in order to accept a lot of
user’s requests. Therefore, the K-shortest path algorithm and
the Prim’s MST algorithm are used for the topology design.

Figure 4 shows how K topologies can be designed by
using our proposed method. As shown in this figure, at first,
K different paths are found between any two requested nodes
with the K-shortest path algorithm. From these shortest
routes, each topology is constructed. Note that these topolo-
gies include the requested nodes. Then, for the topologies,
Prim’s MST algorithm is used to construct a minimum
spanning tree [10]. Finally, K steiner trees including the
steiner minimum tree are designed. For these topologies, an
admission control is performed as explained in subsection
II-A.

IV. NUMERICAL EXAMPLES

In this section, we evaluate the performance of our pro-
posed method with simulation. In the following, we consider
three different physical networks shown in Figs. 5(a), (b), and
(c). In order to utilize a virtual network, user’s requests arrive
at a service provider for each physical network according
to a Poisson process with rate \. For each user’s request,
the service provider performs our proposed method with K-
shortest path algorithm and Prim’s MST algorithm. For the
user’s request, the number H of nodes that are requested by
each user is selected from three to the number of nodes—1
at random. We also assume that the H nodes are selected at
random in each network. For each topology, the amount [ of
resources for a virtual network is selected from one to the
minimum amount of resources at random.
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Fig. 5. Three different topologies of physical networks.

If the request of a user is accepted, a virtual network is
provided with the user. We assume that the utilization time
of each virtual network follows an exponential distribution
with mean 1.0. When the utilization of a virtual network is
completed, its network resources are returned immediately
to the remaining physical network. For the performance
comparison, we evaluate the performance of the conventional
virtual network construction in [9].

A. Impact of arrival rate A

First, we evaluate the performance of the proposed method
in topology 1 shown in Fig. 5(a).

Figures 6(a) and (b) show the blocking probability and
the network robustness of a virtual network against the
arrival rate \, respectively. From these figures, we find that
the blocking probability of the conventional method is the
highest and the blocking probability can be reduced by using
our proposed method.

On the other hand, for the network robustness of a virtual
network, the network robustness of the conventional method
is somewhat small. Therefore, the network robustness is
somewhat degraded by using our proposed method. However,
this degradation is not so large, and hence the proposed
method is effective to decrease the blocking probability while
keeping the robustness of the physical and virtual networks.

B. Impact of network topology

Next, we evaluate the performance of our proposed method
in other topologies. Figure 7 shows the performance of our
proposed method in topology 2 shown in Fig. 5(b) and Fig. 8
shows the performance of our proposed method in topology
3 shown in Fig. 5(c).

From Fig. 7, we find that regardless of arrival rate ), the
blocking probability for our proposed method is almost the
same as that for the conventional method. Moreover, the
network criticality of the virtual network does not change
so much. Therefore, for the topology 2, it is shown that our
proposed method is not effective. This is because the number
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Fig. 6. Performance of each method in network topology 1.

of routes between any two nodes is small and the K -shortest
path algorithm is not available frequently.

On the other hand, by comparing Fig. 8 with Fig. 7, the
effectiveness of our proposed method in the topology 3 is
larger than that in the topology 2. This is because the number
of routes between any two nodes in the topology 3 is larger
than that in the topology 2. However, the effectiveness in
the topology 3 is smaller than that in the topology 1 because
the size of the topology (the numbers of nodes and links) is
small.

From the above, it is clear that the performance of our
proposed method depends on the topology of physical net-
work. However, the utilization of our proposed method never
degrades the performance of virtual network construction.
Moreover, our proposed method is effective in a large-scale
backbone network that has a large number of nodes and links
and has multiple routes between any nodes.

C. Computation time of each method

Finally, for our proposed method, we measure the pro-
cessing time of our proposed method. The measurement is
performed with Matlab on a PC with Intel Core 2 Quad
Q8400 2.66 GHz and 4.0 GB RAM.

Table 1 shows computation time [sec] of the K -shortest
path algorithm in each topology. From this table, we find
that the computation time for each process depends on the
topology of physical network. Especially, the computation
time is the largest for the topology 1. This is because there
are many routes between any two nodes and it takes a long
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time to derive the K shortest path. However, this computation
time is smaller than 20.0 seconds and this is not so large for
the virtual network construction.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new virtual network construc-
tion method to utilize the network resource effectively and
construct a lot of virtual networks. This proposed method
utilizes the K -shortest path algorithm and the Prim’s MST
algorithm. We evaluated the performance of our proposed
method with simulation and compared its performance with
the performance of the conventional method. From numerical
examples, we found that a larger number of virtual net-
works can be provided with users by using our proposed
method while keeping the network robustness of the phys-
ical networks in some topologies. Moreover, we found that
the performance of our proposed method depends on the
topology of a physical network significantly. Our proposed
method is effective in a large-scale backbone network. In our
future work, we will extend the K-shortest path algorithm
to decrease the computation time.
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