
 

 
Abstract— Every organisation is exploring the enormous 

benefits of the Internet to launch their respective web 
application as a means of integrating into the global village. 
For large organisation, the web application is expected to 
respond to increasing number of concurrent requests from 
clients. This extends a greater workload on the web server that 
hosts the web application and could stretch the machine 
beyond the designed capacity. Overloading the web server 
could break down the machine and compromise the business 
objective of the organisation. Thus, there is a need to scale the 
development of the web application in such a way that it can 
adapt to expansion and sustain high workload. This research 
integrates different techniques (tiered architecture, load 
balancing, caching and database replication) to create a model 
of a scalable web application that can be easily adapted to 
respond to increasing workload. 
 

Index Terms— scalability, web, application, techniques, 
component 

I. INTRODUCTION 

NTERESTINGLY, the growth in the capability of 
computer terminal has challenged the rapid evolution of 

browser based application [1]. Thus, most organisations are 
exploring the opportunity of the internet to host their 
website as a platform to promote their products and 
services. Information about their product and services is 
arranged into web pages and delivered from the web server 
to the client browser over the HTTP (HyperText Transfer 
Protocol). However, recent developments in sustaining 
user’s experience on the internet, coupled with the need to 
define means of seamlessly expanding the capacity of the 
website to process higher volume of client requests, have 
necessitated the development of web application that display 
dynamic information stored in a backend database. For 
organisation that adapts their website has a web application, 
content and application are provided in such a way that 
information are dynamically and automatically delivered to 
a site visitor in the most convenient and applicable manner 
[2] 

For instance, a web site for selling products could have a 
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web application that stores its products and their prices in 
the database. A potential buyer can select different products 
from the product page and move to a payment page where 
the prices of all the products selected are listed with the total 
amount due. The same payment page will have different 
information for different buyers based on the quantity and 
price of products they selected. Thus, web applications do 
not have pages structured like web sites; adding more data 
to the database increases its page effective count without 
necessarily adding more code or mark-up to it [3] 

More so, web applications are pushing attention away 
from the client browser to the server. The advent of AJAX 
(Asynchronous JavaScript and XML) has changed the 
interaction model of web applications [3]. With Ajax, web 
pages can be modified by requesting information from the 
server and using the HTTP POST to submit the changes, 
returning another page either confirming the changes or 
displaying the modified data. The technique is that the 
server extracts the scripts and processes it against the 
database or any other applications it calls. The resulting data 
from the query is then returned to the client. In this case the 
workload is on the server. But for a single server, a high 
volume of requests will result in network congestion and 
application failure [4] 

For a web application that is expected to service huge 
number of requests from numerous site visitors, managing 
the greater workload that is generated as a result of the rate 
of requests and concurrent requests by clients on the server 
requires that the key components (software and hardware) 
of the web application is designed to scale so that it can 
withstand the new requirements of greater workload. 
Scalability is referred to as “a component’s ability to adapt 
readily to a greater or lesser intensity of use, volume, or 
demand while still meeting business objectives” [5]. Thus, 
organisation with initial simple web application can 
seamlessly integrate scalability techniques to grow its web 
application to the complexity and functionality of a large 
web application. 

There are various techniques for scaling the component 
parts of a web application. A holistic approach to creating a 
scalable web application is to integrate the key scalability 
techniques together for scaling the workload on the web 
application. These techniques will be integrated together to 
create a model of a scalable web application. 

II. WEB APPLICATION 

Unlike a web site that has static content on web pages, a 
web application contains the data but with a separate 
delivery mechanism [3]. In this case, content on the web 
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page is separated from the mark-up; it is dynamically 
generated and delivered on the page based on user 
interaction and request. Content on the web page is stored in 
the backend database and can be queried to deliver separate 
or different content on the same page. As with a static web 
site, data is transported over the HTTP from the web server 
and presented on the client browser. However, static content 
can as well be generated by web application with content 
management system (CMS) [2]. 

One of the key elements of a web application is its 
architecture, which defines the interaction between the 
major components of the web application and their 
respective functions [6]. The architecture makes web 
application to have series of application layers or tiers with 
each tier responsible for specific tasks of storing, processing 
and presenting data. 

III. COMPONENTS OF WEB APPLICATION 

Within the context of the development and deployment of 
a functional internet based application that delivers on the 
business objective of an organisation, a web application is 
seen as an enterprise solution that is hosted on a machine 
but accessible by other machines on the network through the 
HTTP requests. Thus, Software and Hardware components 
represent the holistic view of efforts at creating a web 
application. 

The software component of a web application represents 
the content, data and functions, which delivers the client’s 
HTTP requests through the POST or GET functions. It is 
possible to layer the architecture of the software component 
by separating the data from the functions so as to make it 
easy to scale. Meanwhile, the Hardware components 
represent the hardware machine or computer cluster on 
which the software component is hosted. The clustering of 
the machines can as well be architected to scale. 

IV. MEASURES OF SCALABILITY 

The major objectives to scalability are to improve 
capacity of the components, enhance the efficiency of the 
components and to shift or distribute load on the 
components among several machines [5].  In achieving the 
key objectives, there are two measures to scale the major 
components of the web application: Horizontal and Vertical 
Scalability. The key difference is that horizontal scalability 
is about replacement while vertical scalability is about 
upgrading of components. 

V. SCALING THE SOFTWARE COMPONENT 

Scaling the software component of the web application is 
done by dividing the web application into logical layers: 
Presentation, Logic or Application and Database Layers. 
The presentation layer is concerned with page generation; 
the logic layer represents the core for processing all the 
business rules of the web application; the database layer 
stores the data used by the web application and does not 
receive direct connection from the presentation layer but 
from the application layer. Dividing the web application into 
logical layers, partitioning and replicating the database on 
cluster machines are techniques of scaling the software 

component of the web application.  

A. Tiered Architecture 

A well architected web application separates its 
application functionality into manageable block of tasks that 
utilise the hardware resources for easy management, 
reusability and scalability [5]. In this form, the web 
application has a series of application layers or tiers with 
each tier responsible for specific tasks. Possible architecture 
could be a single tier, two tier or three tier (also referred to 
as multi-tier) web application architectures. However, it is 
important to note that the tier represents logical divisions of 
the web application services and not necessarily a physical 
division of the software and hardware components [7].  

In a single tier web application, also referred to as a flat or 
combined architecture, all the layers of the applications are 
deployed on a single machine. In which case, a single 
machine hosts the web application. A single server or 
multiple servers can be deployed, in which case the 
architecture becomes a single tier, single server or single 
tier, multiple server architecture respectively [7].  

In two-tier web application architecture, there is a logical 
separation of the business logic from the presentation that is 
running on the client while the database is running 
separately on the server. However, the server can also store 
and execute the business logic with the aid of stored 
procedures and SQL [6].  

The three-tier architecture clearly separates the three 
layers of the web application with each layer defined by the 
specific function it performs [7]. Thus, each tier can be 
modified without resulting in the overall change of the web 
application. There is also the N-tier architecture (N = 4, 5 
…); a form of the three- tier architecture that further sub-
divides the three layers [6].  

 
 
Table 1: Comparing the three different tiered 

architectures 
 

Parameters Single-
Tiered 

Two-
Tiered 

Three-
Tiered 

Ease of Administration 

of Hardware 

High High Low 

Ease of Administration 

of Software 

Low Low High 

Cost of Deployment 

and Maintenance 

Low High High 

Connection to Remote 

Services 

Low High High 

Concurrent Database 

Connections 

Low Low High 

Scalability  Low Low High 

Modularity of 

Application 

Low High High 
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For effective approach to scalability of large web 
application, the three-tiered architecture is appropriate, 
though requiring a higher degree of expertise and cost. 

 

B. Replication and Partitioning of Database 

For a high volume web application, a single database 
server is insufficient to handle greater workload. Using 
multiple machines to form a cluster of database servers with 
good redundancy to scale the workload on the database is 
appropriate. The database server can either be scaled 
horizontally where several other database servers are added 
or scaled vertically where the database server is replaced 
with a higher configuration server each time there is the 
need to scale. With this scalable architecture at the database 
layer, the data can either be replicated or partitioned to scale 
on the multiple machines providing several points from 
which data can be read. 

With the replication approach, data is replicated on 
multiple machines within the cluster to expand the read 
capability of the database and thereby providing multiple 
points for reading data. Within the cluster are the master and 
the slave servers and replication takes place between them; 
the master records the write queries in the binary log and the 
slaves read the queries from the binary log. However, there 
are various modes of replication of the data between the 
master and the slaves and this includes Master-Slave, Tree 
and Master-Master Replications [3]. Another mode of 
replication is the dynamic multi-versioning approach which 
scales the database tier using distributed concurrency 
control mechanism [8]. By this approach, the database 
cluster is connected to a scheduler that distributes incoming 
requests. The scheduler is preconfigured to understand the 
transaction types, read or write, used by different 
applications and the tables in the database that they access 
and thus send the queries to the respective master node. The 
master distributes the read activities across the slaves and 
updates the replica on all slaves. In this way, concurrent 
transactions can operate on different replica. 

The partitioning approach to scaling the database 
involves the division of the database into manageable 
partitions; each partition (containing a subset of tables from 
the database) may be spread over multiple machines. Each 
machine can then handle separate transaction to increase the 
read and write capacity of the database through a modified 
database dispatching layer that understands the right 
machine to execute a database transaction. Thus, a new 
partition can be added to increase the read and write 
capacities of the database making it possible to scale the 
database. Database partitioning is in two ways: vertical 
partitioning also known as clustering and horizontal 
partitioning also known as federation [3]. Clustering or 
horizontal partitioning of the database requires that the 
database is partitioned into multiple chunks or clusters of 
tables; a database dispatching layer is modified to 
understand the machine with the cluster containing the 
tables being required by a query. Meanwhile, a vertical 
partitioning or federation scales the database by splitting the 
data in the tables into chunks that reside on multiple 
machines called shards; a conceptual federation logic layer 

is added to accept the requests from the application layer 
and determines the appropriate shard to query data from. 
Vertical partitioning thus involves the creation of tables 
with fewer columns, a process common in Normalisation, 
and having the tables stored on multiple machines 

 
Table 2: Comparing database partition and database 

replication 
 

Parameters Replication Partitioning 

Extent of Scalability - 

write 

Low High 

Extent of Scalability - 

read 

High High 

Complexity of Data 

Transaction  

Low High 

Integrity of Data 

Transaction  

High Low 

Time to Complete a 

Transaction 

High Low 

 
 

Table 3: Comparing Vertical and Horizontal database 
partitioning  

Parameters Vertical 

Partitioning 

Horizontal 

Partitioning 

Extent of Scalability High Low 

Ease of Administration High Low 

Complexity of Data 

Transaction 

High Low 

Integrity of Data 

Transaction 

Low High 

 
The replication approach is subjected to redundancy and 

put greater workload on the master as the web application 
grows bigger. On the other hand, partitioning approach 
attempts to distribute loads to all machines but with more 
administrative efforts. For a MySQL database system, the 
choice of a replication approach is good for a web 
application with limited non linear read capacity, while a 
choice of partitioning approach is good for an architectural 
linear scaling [3]. 

VI. SCALING THE HARDWARE COMPONENT 

There are two options available for managing the 
hardware platform of a large web application. One 
alternative is to upgrade the web server from single 
processor to multiple processors and the other alternative is 
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to add more servers. These two alternatives are described as 
vertical and horizontal scalability respectively [3]. Other 
techniques to scale the hardware include the use of load 
balancer to distribute workload among multiple machines 
and caching for storing frequently accessed data to reduce 
read requests 

 

A. Horizontal and Vertical Scaling of Web Server 

Scaling the web server from the hardware point of view is 
about expanding the capacity of the web server so that it can 
be efficient and reliable to support the growth of the web 
application and its greater workload as a result of high 
number of concurrent requests. To achieve this, two options 
are feasible which is either to scale vertically or 
horizontally. While a vertical scaling of the web server is 
about replacing the hardware with more powerful 
configuration, horizontal scaling is about adding more 
hardware of similar configuration, each time the web 
application is to grow in response to greater workload 

 
Table 4: Comparing horizontal and vertical scaling of 

Web Server 
 

Parameters Vertical 

Scaling 

Horizontal 

Scaling 

Ease of Administration High Low 

Cost of Implementation High Low 

Power Consumption Low High 

Physical Space Required 

For Deployment 

Low High 

Support for Higher 

Workload 

Low High 

Redundancy Low High 

Limitation to Scalability High Low 

 
The point at which horizontal scaling is consuming too 

much space, power and high cost as a result of redundancy 
is determined and vertical scaling is introduced. That is, 
when the cost of adding new hardware is becoming 
expensive, a replacement of the hardware with more 
powerful configuration is introduced to ensure that the web 
application is able to sustain greater workload at a relatively 
minimal cost, moderate physical space and easier 
administration. 

B. Load Balancing 

This is a technology of achieving the distribution of loads 
across multiple machines in a machine cluster. Various 
methods and strategies are used to achieve effective load 
balancing. However, load balancing technology is usually 
provided by a dedicated software or hardware tool. 

Achieving load balancing with hardware tool is by 
placing a dedicated machine before the multiple servers in a 
cluster to create a layer before a tier in the web application 

architecture. The machine is configured to manage traffic 
and distribute incoming requests among the machines in the 
cluster. The load balancer machine is able to effectively 
detect new or failed server by periodically checking all the 
connected real servers to determine their status [3]. 

For a software based load balancer, the load balancing 
software acts as a frontend server distributing requests 
among the backend servers that are connected to its ports. 
With this technology, server software is installed on a 
regular machine to offer load balancing solutions that runs 
from a range of simple to super-complex operating systems 
as against the use of a dedicated load balancing hardware 
machine. Quite a couple of common choices of software 
solutions for load balancing are available and they include 
Perlbal, Pound and Linux Virtual Server.  

An alternative method to a software or hardware load 
balancing methods is the round robin DNS (Domain Name 
Service). This method assigns a multiple IP (Internet 
Protocol) addresses to a single domain. When a client makes 
a DNS request by using the URL address of the web 
application, the DNS server resolves the domain name and 
responds with the list of server IP for the web application 
domain, and a connecting client is free to decide on which 
server to connect. The choice of this method is based on the 
extent of security and control over the DNS that is required 
for the implementation of the load balancing. 

 
Table 5: Comparing Hardware and Software load 

balancers 
 

Parameters Hardware 

Load Balancer 

Software Load 

Balancer 

Ease of 

Administration 

Low High 

Cost of Deployment High Low 

Effectiveness and 

Reliability 

High Low 

 
With the three-tier web application architecture, a load 

balancer can be added in front of a required tier to handle 
the number of concurrent requests going to the multiple 
servers. The choice is either in the use of a software load 
balancing or a dedicated hardware load balancing. 

C. Caching 

Caching is a way of reducing read requests and a 
performance related issue but has direct bearing on 
scalability because it expands the capacity of a web 
application component [3]. It suffices to establish that a 
scalable caching technology can be implemented at every 
level of the web application, especially at the layers close to 
the final output from read activity, perhaps, at the web 
server and database layers of a web application to improve 
their read capability. 

Various caching technologies are used to scale a 
component of the web application for improved 
performance. The adaptive page caching, patented by IBM, 
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supports the caching of a complete web application page 
[2]. In this technology, the web application dynamically 
generates cacheable web page after the page was initially 
accessed. A portlet caching technology is used to put the 
static content of the web application in a portlet cache after 
the initial page generation for a limited time (while the 
session has not expired) and ensure that only the dynamic 
content provided by interactive portlet is requested any 
other time the page is requested [2]. Like the adaptive page 
caching, this caching technology also reduces the markup or 
page generation time of portlets. The Memcached is by far 
the most popular and unrestricted (it is open source) caching 
technology. It is able to cache data and objects in memory; 
for that it is faster than most other caching technologies. 

 
Table 6: Comparing Adaptive Page, Portlet and 

Memcache Cache  
 

Parameters Adaptive 

Page 

Portlet Memcache 

Speed of Response 

to Request 

High High High 

Availability of Use 

due to Patent Issue 

Low Low High 

Effectiveness in the 

ability to drop 

Cache Data at any 

Time 

High Low High 

Possibility of 

Caching all Page 

Types 

Low Low High 

 
Putting a cache at the presentation layer will enhance the 

processing time of the web server during page generation. 
Putting it at the application layer and the database layer will 
also improve the time to process the business logic and the 
database transaction respectively while also reducing 
overhead or workload on the machines. 

 

VII. STEPS IN SCALING WEB APPLICATION 

Though, there are challenges in design, implementation 
and management of high volume web applications with 
various methods of implementations [9]. But with a clear 
understanding of the architecture of the web application, it 
is possible to take an informed decision on the 
implementation strategy for applying the techniques to scale 
the web application. The following steps are suggested, by 
IBM Experts, as a model for building a scalable web site 
that is optimised for performance: 

 
 
 
 

1) Understanding the application environment: this step 
requires an analysis of all the components in the 
existing infrastructure to determine their respective 
levels of significance and requirements for upgrade. 
The length of a submitted paper should be 
commensurate with the importance, or appropriate to 
the complexity, of the work. For example, an obvious 
extension of previously published work might not be 
appropriate for publication or might be adequately 
treated in just a few pages. 

2) Categorizing the workload:  this step requires an 
evaluation of the web application to determine all the 
transaction complexities it handles which include data, 
security and others  

3) Determining the component that is most affected: this 
step requires that the most important characteristic of 
the web application should be mapped with each 
component to determine the best scaling characteristics 
that requires protection.  

4) Selecting the scaling technique to apply for scaling the 
workload:  this step requires that, based on the 
information gathered so far, the best scaling techniques 
is selected; a technique that does not compromise on 
any of the critical factors in achieving scalability.  

5) Applying the technique: this step requires that the 
chosen technique(s) is/are applied in a test environment 
to evaluate the resulting performance and scalability 
impact of the changes in each component to the 
surrounding infrastructure – other components.   

6) Re-evaluating the process: this step involves an 
evaluation of the entire scaling process over and over 
again to eliminate avoidable bottleneck in order to scale 
to manageable status, while leaving those bottlenecks 
that could not be avoided. 

VIII. MODEL OF A SCALABLE WEB APPLICATION 

For a classic J2EE based web application that is 
implemented on three–tier architecture, the web application 
is a combination of the logically separated presentation and 
business logic layers. The Servlet or JSP at the presentation 
layer accepts a browser HTTP request and returns HTML 
file if the request is for static web page but a request for 
dynamic content is sent to the business logic layer for 
processing through Java RMI (Java Remote Method 
Invocation). Another part of the Servlets or an EJB 
(Enterprise Java Bean) at the application or business logic 
layer performs the business logic and connects with a JDBC 
(Java Database Connection) to the MySQL database (it can 
be MS SQL or ORACLE) at the database layer to query and 
update the database. The database returns a table data to the 
Servlets at the presentation layer through the EJB at the 
business logic layer; the Servlets then render the processed 
request as HTML file to the browser. A diagrammatic 
description of the interactions in a three-tier web application 
architecture using Java is shown in figure 1. 
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Figure 1: Scalable 3-Tiered Web Application Architecture 
 

IX. CONCLUSION 

Scaling a web application is indeed a means of managing 
workload and improving performance but it comes at a 
trade-off to the organisation. There is an increased cost of 
implementing scalable web application; more experts and 
machines are required and these come at a cost that might be 
beyond the reach of an average organisation. Related to cost 
is the administrative work that is involved in maintaining a 
big scalable web application. 

There is also a relationship between scalability and 
performance of the web application. Though a scalable web 
application is indeed a relatively high performing web 
application but the reverse is not always the case. Thus, 
scalability and performance are two separate issues.  

While efforts were made to review some of the major 
techniques and technologies for scaling the software and 
hardware components of web application, there are such 
other techniques like the Cascaded Style Sheet for scaling 
the User Interface Design and the Object Oriented 
Programming approach for developing the core application 
as modules to allow for code re-use and thus adapting the 
web application for scalability.  
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