
 

 
Abstract—In this paper, we analyze potentials and describe 

methods of synthesis of multiprogram controls in different 
classes of dynamic systems. The main idea is to construct the 
control that provides predesigned finite set of asymptotically 
stable program motions for closed-loop system. Special 
attention is paid to modification of algorithms to extend 
possibilities of its application. For this aim, special class of 
multiprogram controls is involved. So-called multiprogram 
digital control we use for realization some program motions in 
a difference system, and for further discrete stabilization of 
these motions. Practically, the system closed with a 
multiprogram control is a nonlinear program automate that 
can realize any program motion of predesigned class 
depending on initial values. Developed theoretical base allows 
constructing of multiprogram control systems in cases of both 
complete and incomplete feedback when information in 
feedback channels is discrete. 
 

Index Terms—Discrete dynamic systems, difference system, 
multiprogram digital control, stabilization. 

I. INTRODUCTION TO MPS PROBLEM 
In this part we give a brief overview of the synthesis of 

the multiprogram stable (MPS) controls. For the first time 
the method of stabilization control synthesis for a set of 
program motions in linear systems was proposed by Zubov 
[1]. According to that work let us consider the linear 
control system 

),(tfBuAxx   (1) 

where nRx  is a phase state vector, rRu   is a control 
(input) vector, A , B  are real constant matrices of 
appropriate dimensions, and )(tf  is a real continuous 
vector-function for ),0[ t . 

Assume that for system (1) the bounded program controls 
)(,),(1 tutu N  and the corresponding program motions 

)(,),(1 txtx N  are obtained. Here N  is an arbitrary 
natural number. 
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MPS problem (Multiprogram Stabilization problem) is 

to construct the control 

))(,),(),(,),(,(),( 11 txtxtutuxutxu NN   (2) 

under which system (1) has the given program and 
asymptotically stable motions )(,),(1 txtx N . 

The following theorem, formulated in [1], solves the 
MPS problem for linear system (1). 

Theorem 1. Let us assume that the following conditions 
are fulfilled: 

1) the system BuAxx   at control of the form 
Cxu   is stabilized, i.e. this system has an arbitrary 

stability store at the control Cxu  ; 
2) the program motions )(,),(1 txtx N  of system (1) are 

distinguishable at 00  tt , i.e. 0||||inf 0  jit xx , 

ji  . 
Then there exists the control (2) under which system (1) 

has the given set of asymptotically stable program motions 
)(,),(1 txtx N . 

The detailed proof of the Theorem 1 has been done in 
[2]. Control (2) has been constructed in the form of the 
Hermit's interpolational polynomial 
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In formulas (3), (4), and further, the expressions 
))())(()(( txxtxtx jij   and 2))()(( txtx ij   are the 

scalar products of the corresponding vectors. 
The control (3), (4) is a kind of nonlinear feedback and 

closed-loop control system (1), (3), (4) is a nonlinear 
multiprogram automaton. This automaton can realize every 
program motion from family )(,),(1 txtx N  depending on 
their initial value. 

As an example, in [3] the research results are illustrated 
on real technical application. The multiprogram control 
problem for providing of several modes of flywheel work in 
a car engine is considered. In [4–6], the second (direct) 
Lyapunov's method is used to propose approaches to the 
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design of bounded feedback controls ensuring the 
asymptotic stability of the zero equilibrium state including 
the global stability. In the paper [7] the problem of 
multiprogram stabilization of the given set of equilibrium 
states in the class of nonlinear time invariant systems is 
considered. In articles [8–10] the problem of multiprogram 
control is solved in the case of incomplete feedback. 

II. MPDS PROBLEM STATEMENT 
Let us consider a system of difference equations in 

general form 

)),(),(,()1( kukxkFkx   (5) 

where )(kx  – the n -dimensional phase state vector with 
the components )(,),(1 kxkx n ; )(ku  – r - dimensional 
vector of controls with the components )(,),(1 kuku r ; an 
integer argument k  accepts values ,1,0k ; 
n -dimensional vector-function ),,( uxkF  is defined at 

,1,0k , Gx , Uu  , where G  and U  – some areas 
of Euclidean spaces nE  and rE  respectively. 

Assume that for any fixed k  the function ),,( uxkF  is 
continuous in x , and u . 

Definition 1. Admissible control is a sequence of vectors 
.10)},1(,),1(),0({)(  mkmuuuku d   

The integer parameter m  specifies the length of solution of 
control problem. 

Definition 2. The function )(kx , defined for 
"' kkk  , where 0'k , "k , is called the solution of 

the system (5), corresponding to the control )(ku d , if it 
turns this system into identity when )()( kuku d . 

The Cauchy problem for a difference system (5) is to find 
using the specified values 00 k , Gx 0 , Uku d )(  the 
solution )(kx , satisfying the initial condition 00 )( xkx  . 
Obviously, if the initial data 00 , xk  and the admissible 
control )(ku d  are known, we can clearly define the 
sequence )1( 0 kx , )2( 0 kx , … by the formula (5) until 
the resulting solution is not leave the area G . In particular, 
when nEG  , the solution of the Cauchy problem will be 
defined for all 0kk  . 

Definition 3. Admissible control )(ku p
 is called 

program, if the system (5), closed with this control has a 
solution satisfying the boundary conditions 0)0( xx  , 

1)( xmx  . 
Here 0x , 1x  are two preassigned constant vectors in state 

space. The pair 0x , 1x  is called controllable at the interval 

],0[ m . 
Definition 4. System (5) is called fully controllable at the 

interval ],0[ m , if any pair of states 0x , 1x  is controllable 
at ],0[ m . 

Definition 5. The solution of the system (5), 
corresponding to the program control )(ku p

, is called the 

program motion of these system. We will denote this 
function ),,,,()( 100 xxmkkxkx pp  . 

MPDS problem (Multiprogram Digital Stabilization 
problem). Assume that the difference system (5) describes 
the movement of some digital controlled object. And for 
this system at the interval ],0[ mk   the bounded program 
controls 

,,1),()( Njkuku pjj   (6) 
and the corresponding bounded program motions  

,,1),()( Njkxkx pjj   (7) 

are constructed. 
It is required to construct the control 

))(,),(),(,),(,( 11 kxkxkukuxuu NN   (8) 

that realize prescribed program motions (7) using program 
controls (6). Moreover, the asymptotic stability of program 
motions (7) with the control (8) is required [3, 7]. 

Note that the number N  of program motions (7) is not 
depending on the dimension of the system (5) and the 
dimension of the space of controls. 

III. MPDS PROBLEM FOR LINEAR DIFFERENCE SYSTEM 
Let us consider a linear difference system with constant 

coefficients 

),()()()1( kFkBukAxkx   (9) 

where )(kx  is the n -dimensional phase state vector; )(ku  
is r - dimensional vector of controls; A , B  are constant 
real matrices of appropriate dimensions; )(kF  is defined 
n -dimensional vector-function; integer argument k  takes 
values ,1,0k  

Notice, that by analogy with the linear continuous 
systems, system (9) is fully controllable at ],0[ m  if and 
only if nBAABBrang m  ),,( 1 . 

The solution of MPDS problem for system (9) gives the 
Theorem: 

Theorem 2. Let us assume that the following conditions 
are fulfilled: 

1) the linear homogeneous system 
)()()1( kBukAxkx   is fully controllable; 

2) the program motions (7) are distinguishable at 0k , 
in other words, 0||)()(||inf 0  kxkx jik , ji  . 

Then there exists the control (8), under which system (9) 
has the given set of asymptotically stable program motions 
(7). 

Proof. Let us consider the control (8) in the form 
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Here and further, the expressions 

))()())(()(( kxkxkxkx jij  ,    2))()(( kxkx ij   

are the scalar products of the corresponding vectors. 
In subsequent formulae and where this does not prevent 

understanding of the essence of transformations, we will 
omit the argument k  of vector functions jx , ix , … 

For scalar functions (11) and for control (10) at 
,1,0k  the following obvious properties are fulfilled: 

)()),((

;1))((;,0))((

kukkxu
kxpjikxp

jj

jjij



  (12) 

In virtue of (12), it is clear that the system (9) with the 
control (10), (11) has prescribed program motions 

)(,),(1 kxkx N , i.e., the system (9) will follow one of 
them in case of precision installation the appropriate initial 
data. 

Thus, the control (10), (11) is a nonlinear feedback, and 
system (9), closed by this control, is a non-linear 
multiprogram automate, which is capable to implement any 
program motion from the family (7) depending on the 
choice of the initial data. 

Let us proof the asymptotic stability of these motions. 
Consider an arbitrary )(kxs  and construct for this motion 
the system in deviations. Index s  in this case denotes some 
program motion from a given set of (7), i.e. the motion, that 
it is required to realize and stabilize in the specific 
situation. 

However, the control system must be universal in relation 
to the given set and must depend only on the initial values 
of the selected motion. 

For deviation )()()( kxkxky ss   we obtain the 
system 
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Let allocate in (13) linear approximation. For this 
purpose let us take into account properties of functions 

)( ssj xyp  , Nj ,1 : 

1) for sj   in the structure of product 
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at si   we have a factor 
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This means that all terms of a sum in the right-hand side of 
(13) at sj   are of the order not less than the second on 
the components vector sy  and, consequently, not included 
in the system of linear approximation; 

2) for sj   
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Obviously that every factor in (14) has the form 
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Then (14) takes the form 
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where )( ss yh  is scalar function – the sum of terms, the 
order of which for the components of the vector sy  is not 
less than two. 

Return to the right side of the system (13). Taking into 
consideration the properties 1), 2) of functions 

)( ssj xyp  , Nj ,1 , it is clear that additional linear 

terms on sy  may appear only when sj  . Consider 
separately the term, corresponding to sj  : 
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With regard to this form the system (13) can be written as 

)),(()()()1( kyHkyBCAky ssss   (15) 
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The first condition of the theorem means that the 
eigenvalues of the matrix of linear approximation BCA   
can be made any preassigned, including module less than 
unity [11]. In this case, the zero solution of each system 
(15) at Ns ,1  is asymptotically stable in the linear 
approximation [11]. Therefore, all program motions of 
system (9) with the control (10), (11) will be asymptotically 
stable. 

The theorem is proved. 

IV. CONCLUSION 
In summary, we emphasize the key points of the 

multiprogram stabilization system once more. The chief 
advantage of the multiprogram controller is that the choice 
and implementation of the stable operation of a specific 
preprogrammed mode from the predefined family is 
ensured solely by setting the initial values in its 
neighborhood. The only inconvenience is the relatively 
lengthy form of control (10), (11) which later manifests 
itself in the additional nonlinear terms in the deviation 
system (13). However, the nonlinear (in the phase 
variables) terms in representation (15) are polynomial, 
which does not complicate the analysis of stability of the 
zero solution to system (13). The theorem 2 was formulated 
having the solution of the MPDS problem for linear system 
(9) because it is the most useful class of models under 
consideration. If needed, this result can be adapted for other 
dynamic systems.  

The construction of estimates of the asymptotic stability 
domains [11, 12] for the equilibrium states of system (13) 
implemented by the multiprogram control system remained 
beyond the scope of this paper. On the one hand, this is a 
problem in its own right. On the other hand, the 
preliminary work for its solution has been done. In system 
(15), an explicit representation of the nonlinear terms was 
given, and the stabilizing feedbacks for the linear 
approximation systems can be constructed using well 
known methods [11]. 

In our opinion the solution of MPDS problem is of 
particular importance for the creation of control systems for 
marine vessels [13–15]. 
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