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On a Fuzzyc-means Algorithm
for Mixed Incomplete Data
Using Partial Distance and Imputation
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Abstract—The focus of fuzzy c-means clustering method imputation methods have been proposed, but most apply only
is normally used on numerical data. However, most data to numerical variables. Thus, when analyzing categorical data

existing in databases are both categorical and numerical. To o pived data containing missing values, one has to eliminate
date, clustering methods have been developed to analyze only]c ideration dat ith missi | M
complete data. Although we sometimes encounter data sets that rom consideration data with missing values. Moreover, an

contain one or more missing feature values (incomplete data), imputation method applicable to fuzzy clustering is rare.
traditional clustering methods cannot be used for such data.  Fuzzy c-means(FCM) clustering is a very popular fuzzy
Thus, we study this theme and discuss clustering methods that extension of k-means. However, FCM for mixed data cannot
can handle mixed numerical and categorical incomplete data. be applied to data that contains missing data. Therefore, we

In this paper, we propose an algorithm that uses the missing . . . .
categorical data imputation method and distances between use the imputation method for missing categorical data, and

numerical data that contain missing values. Finally, we show then we apply FCM clustering for mixed data. If we en-
through numerical experiments that our proposed method is counter missing numerical data, we use the PDS distance[7]

applicable to real data. instead of the Euclidean distance.
Index Terms—Clustering, Fuzzy c-means, incomplete data, [N this paper, we describe the development of a fuzzy
mixed data, Partial distance. clustering algorithm for mixed data with missing numerical

and categorical data. The next section introduces the FCM
algorithm. Section Il presents the clustering algorithm for
mixed data. Sections IV and V introduce the missing categor-
LUSTERING is the most popular method for disical imputation method, and the notion of distance between
covering group and data structures in datasets. It dgta that contain missing values. Section VI proposes a fuzzy
used for example in data and web mining. Fuzzy clusteridustering algorithm that can treat mixed incomplete data.
allows each datum to belong to some clusters. Thus data
are classified into an optimal cluster accurately[1]. The A  Fuzzyc-means clustering
means algorlthm 'S the mpst_ popular algorlthm -use(_j " The Fcm algorithm proposed by Dunn[1] and extended
scientific and industrial applications because of its &mphcﬂg . ; )
- . . y Bezdek[2] is one of the most well-known algorithms in
and efficiency. Whereas-means gives satisfactory result : . : .
. : o . Tuzzy clustering analysis. This algorithm uses the squared-
for numeric attributes, it is not appropriate for data sets Lo
- . . g ~norm to measure similarities between cluster centers and data
containing categorical attributes because it is not p053|br]e

. . . oints. It can only be effective in clustering spherical clusters.
to find a mean of categorical value. Although, tradltlona? y gsp

. . cluster more general datasets, a number of algorithms
clustering methods handle only numerical data, real worbé) 9 9

. . . . Y npr replacing th red-norm with other
data sets contain mixed (numerical and categorical) daé\fjl e been proposed by replacing the squared-no th othe

o : _Sifnilarity m r . The notation that w hrough
Therefore, traditional clustering methods cannot be appllgdn arity measures|3] € .otato that Ve uset oug out
) X IS as follows. Letx; = (x;5),i=1,...,n,7 =1,...m s

to mixed data sets. Recently, clustering methods that dea h :
eature value of theé'" data vector,c is the number of

. . a
with mixed data sets have been developed[4][5]. clusters.b, = (b.1,...,bem)! is the cluster center of the

Moreover, when we analyze real world data sets, wey, cluster,u,; is the degree to which;; belongs to the:"

encounter incomplete data. Incomplete data are found Qlster. Theny,; satisfies the following constraint
example through data input errors, inaccurate measures, “

and noise. Traditional clustering methods cannot be directly c

applied to data sets that contain incomplete data, so we need Zuci =lLi=1...,n 1)

to treat such data. A common approach to analyzing data e=1

with missing values is to remove attributes and/or instancesThe FCM algorithm for solving equation (2) alternates the
with large fractions of missing values. However, this apptimizations ofL .., over the variables, andb

proach excludes partial data from analytical consideration c o .

and hence compromises the reliability of results. Therefore, _ ) 2

we need analytical tools that handle incomplete categorical Lyem = ZZU” Z(xij ~ bes) )

data, a process that is called imputation. To date, many
wheref is the fuzzification parameter (¢ ). Minimizing
T.Furukawa is with the Graduate school of Engineering Hokkai-Gakugfe 4, values of (2) are less fuzzy for values @hear 1 and
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I. INTRODUCTION

c=1 i=1 j=1
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1) Fuzzy c-means clustering for mixed databaseShe Il. MISSING CATEGORICAL DATA IMPUTATION METHOD

FCM algorithm has been widely used and adapted. However,Recenﬂy, missing data imputation has been recognized
only numerical data can be treated; categorical data canngiq developed as an important task. However, we are not
When we analyze categorical data, we have to implemeficustomed to combining the clustering algorithm and the
a quantification of such data. For example, suppose we GRpytation method. Most missing data imputations are re-
tainedn sample data that have categorical data consistingtricted to only numerical data. There are a few methods

of K categories. that permit missing categorical data or mixed data impu-

Then, the;'" item data can be expressed as an(&;)  tation[8][9]. If attributes and/or instances are missing, we
dummy variable matrixG; = {gijx},i = 1,...,n,k = do not apply the clustering algorithm. Instead, we apply the
L. K imputation method to fill the missing values, and then we

can apply the clustering algorithm. In this paper, we use the
] (3) missing categorical data imputation method, a“novel rough
0, otherwise set model based on similarity”, as proposed by 8eal7].

Hondaet al. proposed a method that combined the quaf—EF”:l.lTIONl't (M'.S‘s'gg Atttrgutf Se{t} gn‘;ncomplett_atr:n—
tification of categorical data and the fuzzy clustering prmation system 1S denoted =< U, 4, f >3 Wi

numerical data[5]. The variables up (@ —q) are numerical; attribute setd = {ax[k =1,2,...,m}; V' is the domain of
the rest is categorical. Calculating the attribute.V = V., V}. is the domain of the attribute,,,

which is the category valuew(x;) is the value of attribute

1, datai contains category
Gijk =

C n m—q m ay, of objectz;, and " means missing value. The missing
L= Yl Y (wij—be;)” + > (9545 — bes)? attribute set (MAS) of object; is defined as follows:
=1 i=1 j=1 =rn—g+Hl
! = ) MAS; = {k | ap(z;) == k=1,2,...,m}
wheregq; is a categorical score, which can be computed gEFINITION2. (Similarity between objects) For two ob-
follows jectsz; € U andz; € U, their similarity Py (z;, ;) of
c -1, attributea,. is defined as
N 0\ . ATrr0
q; = <G] (ZUC)GJ> (Zbchchln> (5) P (x . ) l’ak(xi):ak(gjj)/\ak(gji)#*/\ak(xj)7&*
c=1 c=1 k\Liy Lj) =
. . . . . ! 0,ak(xi) # ar(z;) V ar(zi) = * V ap(z;) = *
To obtain a unique solution, we impose the following con- (12)
straint. Then the similarity of the two objects of all attributes is
1,Gjq; =0 (6) defined as:
a,G1Gq;=n @) 0,3ay, € Alax(z:) # ar(zj) N ax(zi) # *
. . . Pz, x5) = § Aag(z;) # *
Algorithm: Fuzzy c-means algorithm for mixed databases m p
o ) wey Pr(xi,x;), others
1. Initialize membershipug;,c = 1,...,C,i =1,...,n (13)
and clystgr centeb.;,c = 1,...,C, then normalize The similarity matrix iSM (i, §) = P(xi,x;).
uc; satisfying (1). DEFINITION3. (Nearest undifferentiated set (NS) of an

2. Update category scoig;,j = m—g+1,...,m, using object) The NS of object; € U is defined as a seVS; of
equation (5) according to constraint conditions (6) angbjects that have a maximum similarity:
(7). We then interprey;q; as thej’" numerical score , o , o
zij. NS ={j | (M(i,5) = max (M(i,k))) AM(,j) > 0}

3. Update cluster centdr,; using Algorithm: Missing Categorical Data Imputation

b — Sl ®) 1. Set parametenhum = 0 to record the quantity of
a9 Sl imputation data in the current iteration; for all the
) , x; € U, if z; has missing attribute, compute its missing
4. Updatemembership..; using attribute setM AS; and nearest undifferentiated set
C/p\T -1 NS;;
Ui — (Z( cz) ) (9) 2. For all the objectsz; that have missing attributes,
=\ Dii which meansM AS; # ¢, do the perform loop for
where _aII thek € M AS; in order:
5 2.1 if |[NS;| =0,
Dei = ||lzi — bl (10) break(to deal with the next missing attribute object);
If ; = be, ue; = 1/C; 2.2 if [INS;| =1, assumej € NS; and ay(z;) # *, then:
| a(:) = ap(e;);
5. Let e judgment value for convergence. Compafg"V
to uQP using num + +;
23 if |[NS;| > 2,
max [lug;™ —ug™P|| < e (11)
o 2.3.1 If there existsm,n € N S; satisfied
If true then stop, otherwise return to Step2. (ap(zm) # %) A (ar(20) £ %) A (ak(@m) # ar(@n)),
ISBN: 978-988-19252-5-1 IMECS 2014

ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)



Proceedings of the International MultiConference of Engineers and Computer Scientists 2014 Vol I,
IMECS 2014, March 12 - 14, 2014, Hong Kong

set: The PDS version of the FCM algorithm, is obtained by
making two modifications of the FCM algorithm. First, we
calculateD,; in (10) for incomplete data according to (14)
— (16). Second, we replace the calculationbah (8) with

n 07T A .

b — 2iz UeidijTe
c] — n 071,
D i1 Ueilij

ag(x;) = *;

2.3.2 Otherwise, if there existgy € N anday(xjo) :
num + +;
3. if num > 0, return to Stepl, otherwise, go to step4;
4, End. Other methods can be used.

(18)

IV. FCM FOR MIXED DATABASES WITH INCOMPLETE
IIl. DISTANCES BETWEEN DATA THAT CONTAIN MISSING DATA

VALUES For clustering analysis, treating missing data becomes

In some situations, the feature vectors iK = especially important when the fraction of missing values is
{x1,...,x,} can have missing feature values. Any datkarge and the data are of mixed type. We combine the FCM
with some missing feature values are called incomplete dasdgorithm for mixed databases with the imputation method
The original FCM algorithm and the FCM algorithm forand the PDS approach to construct a FCM algorithm for
mixed databases is a useful tool, but it is not directly aprixed databases containing missing values. Here, we assume
plicable to data that contain missing values. Hathaegl. incomplete mixed data;;, i = 1,...,n, j =1,...,m, the
proposed four approaches to incomplete data[6]: the whalalues up tan — ¢ correspond to numerical data and the rest
data strategy(WDS), the partial distance strategy(PDS), tisecategorical. The dummy valuable matd¥; = {g;;x},
optimal completion strategy(OCS), and the nearest prototype= 1,..., K;, is described in equation (3). Applying the
strategy(NPS). In WDS, if the proportion of incomplete dateCM algorithm to mixed databases that contain incomplete
is small, then it may be useful to simply delete all incompletdata is considered as follows:
data and apply FCM to the remaining complete data. WD8gorithm: FCM for mixed databases containing incom-
should be used only if:b—: < 0.75, wheren,, = |Xp| and plete data
ns = |X|-m. The cases when missing valugXy/| are 1. |fthere are missing categorical data, use the imputation
sufficiently large that the use of the WDS cannot be justified  gigorithm described in Section 1V, and separate the
entails calculating partial (squared Euclidean) distances using  complete categorical date;(i = 1,...,n, j = m —
all available (non-missing) feature values, and then scaling 41 ... m)
this quantity by the reciprocal of the proportion of compo- 2. |nitialize membership..; and cluster centet,;, then
nents used. For this study, we used the PDS approach for npormalizeu,; satisfying>" i = 1,i=1,...,n.
mixed databases containing incomplete data. 3. Update the category score

In the PDS approach, the general formula for the partial . .
distance calculation oDmnls 0= (GJT(ZUCG)G]) (Z bchJT»Ufln>

c=1

c=1

m
D¢ = A Z(Cﬁz] — be;)’ 1 (14) (19)
‘=1 according to the following constraint conditions:
where 17G,q, = 0 (20)
0 (mi- S XM) . .
I; = J for1<:<n,1<j<m (15 TGTG.q; =
j {1 (w1 € Xp) St s SRS (15) q; G;Gjq; =n. (21)
” We interpretg.q; to be thej’" numerical scorex;;.
I = ZL‘J‘ (16) 4. Update cluster centér; using
=1 b — Z’?:l ugijijxcj (22)
Xp = {x;j| the value for z;; is present in X} R SR
Xn = {xi;| the value for z;; is missing from X} 5. Updatemembershipu,; using
For example, letn = 3 andn = 4. Denoting missing <. /Dy 7\
values by *, uei = (Y <D ) (23)
1 =1 %3
* where D,; is calculated form
X = * m
4 D.=" b )2 24
% Cct I,L ;(‘%"L] C]) 1] ( )

Then,Xp = {3}1 =124 = 4} , Xp = {$2,$3,$5}, and
Dei = || — bll3
=1 % x4 x"—(5678 97>

o 2 2
G (-5 (-8

(17)
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compareuNEW to uQLP using
NEW

udP| < e (25)

max ||u
c,i

If true, then stop, otherwise return to Step3.
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TABLE | TABLE Il
COMPLETE DATA Fuzzy CLUSTERING RESULTII
a1 | a2 | a3 | as | a5 | ag | a7 incompletedata
T1 51 6 20 5 53 3 3 T 0.309 | 0.309 | 0.383
T2 5 49 4 10 | 50 1 1 T2 0.600 | 0.220 | 0.180
T3 5 4 49 | 50 | 10 2 3 T3 0.085 | 0.496 | 0.418
T4 5 51 4 9 50 3 1 T4 0.090 | 0.495 | 0.415
T5 49 5 20 4 49 3 2 5 0.086 | 0.497 | 0.417
T6 5 4 50 | 49 9 2 1 g 0.287 | 0.323 | 0.390
T7 5 50 4 10 | 50 1 3 T7 0.308 | 0.309 | 0.382
s 50 5 19 5 49 2 1 T8 0.598 | 0.220 | 0.182
x9 5 51 3 9 50 2 1 Tg9 0.604 | 0.212 | 0.184
10 49 5 20 5 49 3 3 T10 0.088 | 0.495 | 0.417
T11 6 4 51| 50 | 10 3 2 T11 0.095 | 0.489 | 0.416
T12 50 4 21 5 50 3 2 T12 0.317 | 0.303 | 0.380
T13 4 3 50 | 50 | 10 3 3 T13 0.600 | 0.220 | 0.180
T14 5 4 49 | 50 | 10 1 2 T14 0.310 | 0.308 | 0.382
T15 4 50 5 11 | 49 1 3 T15 0.603 | 0.218 | 0.178
T16 50 6 20 5 50 2 1 T16 0.308 | 0.309 | 0.382
T17 5 4 50 | 50 | 10 1 2 T17 0.086 | 0.494 | 0.420
T18 5 49 4 10 | 51 1 3 T18 0.086 | 0.496 | 0.417
T19 5 5 51 | 51 | 11 1 1 T19 0.565 | 0.238 | 0.197
T20 51 5 20 6 50 3 3 T20 0.603 | 0.218 | 0.178
TABLE 1l TABLE IV
Fuzzy CLUSTERING RESULT | ATTRIBUTES AND MISSING VALUES
completedata Attribute || type | Catagory | Missing
z1 || 0.153 | 0.405 | 0.442 A C > 12
z2 || 0.566 | 0.157 | 0.277 A, N - 12
=3 || 0.292 | 0.500 | 0.208 A, N . 0
z4 || 0.299 | 0.495 | 0.207 A, c i i
z5 || 0.298 | 0.498 | 0.204 A c 3 )
zo || 0.152 | 0.405 | 0.443 A, c 14 i
z7 || 0.156 | 0.404 | 0.440 e c 9 i
zs || 0.562 | 0.159 | 0.279 As N - 0
zo || 0.562 | 0.158 | 0.281 A, c > 0
Z1o || 0.295 | 0.497 | 0.208 10 c > 0
21, || 0.302 | 0.494 [ 0.205 AL N - 0
z12 || 0.156 | 0.400 | 0.445 AL C 2 0
Z13 || 0.565 | 0.157 | 0.278 ALs C 3 0
714 || 0.154 | 0.404 | 0.442 A1s N - 13
Z15 || 0.566 | 0.156 | 0.278 AL N - 0
T16 0.156 | 0.404 | 0.440
T17 0.285 | 0.502 | 0.213
T18 0.295 | 0.498 | 0.207
22 8:222 8:122 8:;32 Table 4 lists the type of attribute("N” is numerical and

"C” is categorical) and the number of missing values. This
database has its own real classification result, i.e., each
sample has been classified into 2 groups "+" ef"” the
fuzzification parametef is 1.2. Table 5 presents the result
In this section, we show the performance of our algorithfior this incomplete mixed data using the proposed fuzzy

V. EXPERIMENTAL RESULTS

for mixed incomplete data. clustering method. The two pairs of column under headings
"+"and " —" present the group” s value to respective clusterl
A. Artificial data example and cluster2. The number and percentage of samples with

We use 20 artificial samples that have seven attributes(T€MPership value over 10 intervals between 0 and 1 are
to as are numerical; the rest is categorical) shown in Tab[@und in both parts. Flg(l),ll’e 1 als? c{escrlbes the results of
1. Each categorical item has 3 categories (denoted 1, 2[@f clustering result; 77% of the "+” group samples have

3). As incomplete data sets, we employ data sets in whiffph membership in cluste_r_l a_nd almost all of™group
25% of the samples have missing attributes. samples are strongly classified in cluster 2. The result shows

Table 2 and 3 lists the clustering results to compaFQat our proposed method is applicable for these real data.

complete and incomplete data. Values in bold font correspond
to clusters to which the sample most belongs. This result VI. CONCLUSION
shows that the clustering algorithm is sufficiently useful for

incomplete data, In this paper, we discussed a FCM clustering algorithm

that handles mixed data containing missing values. In our
study, we applied the imputation method to missing categor-
B. Real data example ical data before clustering, followed by the FCM clustering
We use credit approval datasets from UCI Machine Learalgorithm. When we encountered numerical missing data,
ing Repository which have 683 samples, 15 attributes(6 wse used the PDS distance for numerical missing data. To
numerical and the rest categorical), and 53 missing valuettain better performance during the clustering analysis for
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Fig. 1. Fuzzy Clustering Result(Real data)

TABLE V
Fuzzy CLUSTERING RESULT(REAL DATA)

+ —
membership || sample | ratio | sample | ratio
0<u<0.1 28 9% 4 1%

0.1<u < 0.2 10 3% 2 1%
0.2<u < 0.3 8 3% 6 2%
03<u <04 11 1% 3 1%
0.4<u <05 13 4% 1 0%
0.5<u < 0.6 2 1% 0 0%
0.6<u < 0.7 1 0% 1 0%
0.7<u < 0.8 0 0% 1 0%
0.8<u < 0.9 5 2% 5 1%
0.9<u < 1.0 229 75% 354 94%

mixed data containing missing values, we plan to study other
imputation methods for categorical incomplete data and other
distance measures, for instance, WDS, OCS, and NPS, for
missing numerical values. Furthermore, we will investigate
the influence of the missing portion of data.
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