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Abstract—Refactoring is the process of changing the internal structures, that preserves external behaviors of software. To improve software maintainability, we can apply several refactoring techniques to source code; applying different sequence of refactoring techniques to different parts of the source code results in different code changes and different level of software maintainability. This research uses Heuristic Search methods to find a sequence of refactoring techniques usage for code changing from a search space. Each Heuristic Search method has different characteristics and algorithm to reach an optimal result in solving the problem. Heuristic Search methods including Greedy Algorithm, Breadth First Search, Hill Climbing and A* (A Star) are used to search for sequence of refactoring techniques usage from search space and compare the effort and result of the search methods. The purpose of the research is to find the most appropriate Heuristic Search method for searching sequence of refactoring techniques usage with maximum software maintainability and least searching time. The researcher evaluates each Heuristic Search method with source code containing Long Method, Large Class and Feature Envy bad smell. The result shows that Greedy Algorithm shows the best results with maximum software maintainability and the least searching time.
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I. INTRODUCTION

BAD SMELL [1] is characterized by bad design or bad coding of software developers. Source code with bad smell makes software complex, low software quality and reduces software maintainability. To resolve this problem, refactoring technique has been introduced. Refactoring [1] is the process of changing the internal structure of software that preserves its external behavior. Martin Fowler [1] has identified characteristics of bad smell. Each refactoring can change source code that impacts internal attributes such as size, complexity, coupling and cohesion differently. In some software, many refactoring techniques are used to apply to several parts of source code. Different of refactoring techniques usage becomes a choice for developer to change the source code. Selecting the appropriate sequence of refactoring techniques to obtain the changed source code with optimal software maintainability value is investigated. In general, if we search for optimal result (maximum or minimum value depend on domain problem) without using search algorithm, we have to create all possible paths and then select the best path that resolves a problem with optimal result. To resolve the problem without using search algorithm, we cannot find an appropriate result because the problem has many paths or large space. It is a waste of time to find a result. So search method helps us to resolve a problem obtaining optimal result and least searching time.

The purpose of the research is to find the most appropriate Heuristic Search method for selecting sequence of refactoring techniques usage for code changing with maximum software maintainability and least searching time. In this paper, we use Heuristic Search methods to search for sequence of refactoring techniques usage for code changing. Heuristic Search methods that we focus are Greedy Algorithm, Breadth First Search, Hill Climbing and A* (A Star). The research evaluates each Heuristic Search method with the source code containing Long Method, Large Class and Feature Envy bad smells. The result shows that Greedy Algorithm shows the best results with maximum software maintainability and least searching time.

This paper is organized as follows. Section 2 introduces the related work. Section 3 describes algorithm of each Heuristic Search method. Section 4 describes the search methods steps for searching sequence of refactoring techniques usage. Section 5 presents an experiment for the results of each Heuristic Search method. Finally, section 6 is discusses conclusions and future work.

II. RELATED WORK

T. Mens, G.Taentzer and O.Runge [2] present refactoring techniques as graph transformations, the techniques of critical pair analysis and sequential dependency analysis to detect the implicit dependencies among refactoring techniques. Their approach can suggest developer to select appropriate refactoring techniques and refactoring order to be applied.

Eduardo Pivetam, Joao Araujo, Marcelo Pimenta, Pedro Guererrirro and R. Tom Price [3] present an approach to reduce the search space for refactoring opportunities, by
providing mechanisms to create and simplify a Deterministic Finite Automata representing the applicable refactoring sequences in existing software. They exemplify the approach with five refactoring patterns; Equivalent, Commutative, Inverse, Forbidden and Parallel, to further reduce the scope of refactoring.

Sanjay K.D. and Ajay R. [4] propose a model and analyze the effects of relationship between the CK metrics [10] and the software maintainability to assess software system quality. They show that keeping low values of CK metrics results in invariably software’s maintainability improving, for a qualitative utility.

R. Wongpiang and P. Muenchaisri [5] propose an approach to select sequence of refactoring techniques usage for code changing, using Greedy Algorithm. They use Greedy Algorithm to obtain a sequence of refactoring techniques usage from search space, with optimal software maintainability and less searching time. They show that the changed source code using sequencing refactoring techniques usage improves software maintainability better than that without the techniques.

III. ALGORITHMS OF HEURISTIC SEARCH METHOD

A. Greedy Algorithm

Greedy Algorithm [11] is an algorithm that follows the problem solving heuristic of making the locally optimal choice at each stage with the hope of finding a global optimum. This search method doesn’t consider the previous stages, so that reduces the search space and gets the result in short time. In general, Greedy Algorithm have five components:

1. A candidate set, from which a solution is created
2. A select function, which chooses the best candidate can be used to contribute to a solution
3. A feasibility function, that is used to determine if a candidate can be used to contribute to a solution
4. An objective function, which assigns a value to a solution, or a partial solution
5. A solution function, which will indicate when we have discovered a complete solution

The General From of Greedy Algorithm can be shown on Fig 1.

function \( \text{select} \) (C : candidate_set) return candidate;
function \( \text{solution} \) (S : candidate_set) return boolean;
function \( \text{feasible} \) (S : candidate_set) return boolean;
function \( \text{greedy} \) (C: candidate_set) return candidate_set is
begin
    x : candidate; S : candidate_set;
    \( S := \{\} \);
    while (not \( \text{solution}(S) \)) and C /= \( \{\} \) loop
        x := \( \text{select} \) (C); C := C – \( \{x\} \);
        if \( \text{feasible} \) (S \( \cup \{x\} \)) then
            S := S \( \cup \{x\} \);
        end if;
    end while;
    if \( \text{solution}(S) \) then return S;
    else return es;
end if;
end function.

Fig 1 General Form of Greedy Algorithm

B. Breadth First Search

Breadth First Search [12] is a graph search algorithm which is limited to essentially two operations: (a) visit and inspect a node of a graph and (b) gain access to visit the neighbor nodes of currently visited node. That means this searching method considers a previous stage for choosing the next nodes from a currently selected node. The searching process can choose to go to the previous nodes, from a currently selected node, to get the better result in the end of the process; If the next node give a worse result than a previous one. This algorithm use a queue data structure to store intermediate results as it traverse the graph, as follows:

1. Enqueue the root node
2. Dequeue a node and examine it
   2.1 If the element sought is found in this node, quit the search and return a result.
   2.2 Otherwise enqueue any successors (the direct child nodes) that have not yet been discovered.
3. If the queue is empty, every node on the graph has been examined – quit the search and return “not found”.
4. If the queue is not empty, repeat from step 2.

The pseudocode of Breadth First Search for traversing from node A to G can be shown in Fig 2.

Procedure BFS(G,v) is
create a queue Q
create a set V
enqueue v onto Q
add v to V
while Q is not empty loop
    t  Q.dequeue()
    if t is what we are looking for then return t
    for all edges e in G.adjacenEdges(t) loop
        u  G.adjacentVertex(t,e)
        if u is not in V then add u to V enqueue y onto Q
    end loop
end loop
return none

Fig 2 Pseudocode of Breadth First Search

C. Hill Climbing

Hill Climbing [13] is a mathematical optimization technique which belongs to the family of local search. It is an iterative algorithm that starts with an arbitrary solution to a problem, then attempts to find a better solution by incrementally changing a single element of the solution. If the change produces a better solution, an incremental change is made to the new solution, repeating until no further improvements can be found. This search algorithm always head towards a state which is better than the current one and terminates when are better than the current state itself. The pseudocode of Hill Climbing can be shown in Fig 3.

Procedure Hill Climbing
currentNode = startNode;

Fig 3 Pseudocode of Hill Climbing (1)
loop do
  L = NEIGHBORS(currentNode)
  nextEval = -INF
  nextNode = NULL
  for all x in L
    if(EVAL(x) > nextEval)
      nextNode = x
      nextEval = EVAL(x)
  if nextEval <= EVAL(currentNode)
    Return currentNode
  currentNode = nextNode

Fig 3 Pseudocode of Hill Climbing (2)

D. A* (A Star)

A* [14] uses a Best First to search and find the least cost path from a given initial node to a goal node, one or more possible goals. As A* traverses the graph, it follows a path of the lowest expected total cost or distance and keeps a sort priority queue of alternate path segments along the way. A* considers two functions for selecting node to traverse: the past path cost function (g(x)) which is the known distance from the start node to the current node x and the future path cost function (h(x)). The equation of A* to get the goal state can be defined as:

\[ f(x) = g(x) + h(x) \]

- \( f(x) \) refers to a goal stage
- \( g(x) \) refers to the past path cost function, which is the known distance from the starting node to the current node x
- \( h(x) \) refers to a future path-cost function, which is admissible heuristic of the distance from x to the goal

The pseudocode of A* can be shown in Fig 4.

Procedure A*(star, goal)
  closedset := the empty set
  openset := {start}
  came_from := the empty map
  g_score[star] := 0
  f_score[star] := g_score[star] + heuristic_cost_estimate(start, goal)
  while openset is not empty
    current := the node in openset having the lowest f_score[] value
    if current = goal
      return reconstruct_path(came_from, goal)
    remove current from openset
    add current to closedset
    for each neighbor in neighbor_nodes(current)
      if neighbor in closedset continue
      tentative_g_score := g_score[current] +
      dis_between(current,neighbor)
      if neighbor not in openset or tentative_g_score <
      g_score[neighbor]
        came_from[neighbor] := current
        g_score[neighbor] := tentative_g_score
        f_score[neighbor] := g_score[neighbor] +
        heuristic_cost_estimate(neighbor, goal)
        if neighbor not in open
        return failure

  function reconstruct_path(came_from, current_node)
    if current_node in came_from
      p := reconstruct_path(came_from,
      came_from[current_node])
      return (p + current_node)
    else
      return current_node

Fig 4 Pseudocode of A* (1)

IV. COMPARING FOUR SEARCH METHODS IN SELECTING SEQUENCE OF REFACCTORING TECHNIQUES USAGE FOR CODE CHANGING

To compare the search methods in selecting sequence of refactoring techniques usage for code changing, we consider for two criterias: maintainability of changed source code after sequencing of refactoring techniques usage and searching time (number of retrieved nodes) to get a result. We want to find which Heuristic Search method is appropriate for selecting refactoring techniques usage of code changing with optimal software maintainability and the least searching time. The steps of searching for sequence of refactoring usage paths of the search methods are defined as follow.

A. Greedy Algorithm

1. Apply each refactoring technique to the positions to be changed in source code.
2. Calculate software maintainability of changed source codes that have already been applied by refactoring techniques.
3. Select a path or changed source code which has maximum software maintainability to be applied refactoring techniques in the remained positions.
4. Check that there are positions to be applied refactoring techniques or not.
   4.1 If there are positions then repeats from step 1 to step 4 until there are no positions to be changed or no refactoring techniques to apply.
   4.2 If there are no position then stop searching process.
5. Obtain the sequence of refactoring techniques usage which makes the changed source code with optimal software maintainability.

The number of nodes which has to be retrieved for the result using Greedy Algorithm can be found by formula as follow:

\[ \text{Total Number of Retrieved Nodes}_{GA} = \sum_{r=1}^{n} \text{Re}_r \]
Re_r = Sum of considered refactoring techniques each position to be applied ($\sum_{i=1}^{z} P_i$)

- $Re$ refers to number of refactoring techniques to consider each round.
- $P$ refers to number of refactoring techniques to consider each position.
- $r$ refers to round of searching.
- $z$ refers to number of positions to be applied refactoring techniques.
- $i$ refers to position number to be applied refactoring technique.

From the formula, the number of positions to be applied refactoring technique decreases by one position at the end of each round.

B. Breadth First Search

1. Apply each refactoring technique to the positions to be changed in source code.
2. Calculate software maintainability of changed source codes that have already been applied by refactoring techniques.
3. Select a path or changed source code which has maximum software maintainability to be applied refactoring techniques in the remained positions by considering previous nodes (except root node or the first round of searching process).
4. Check that there are positions to be applied refactoring techniques or not.
   4.1 If there are positions then repeats from step 1 to step 4 until there are no position to be changed or no refactoring techniques to apply.
   4.2 If there are no position then stop searching process.
5. Obtain the sequence of refactoring techniques usage which makes the changed source code with optimal software maintainability.

The number of nodes which has to be retrieved for the result using Breath First Search can be found by formula as follow:

Total Number of Retrieved Nodes $_{BFS} = \text{Sum of considered refactoring techniques each position to be applied in the 1st round} \left( \sum_{i=1}^{z} P_i \right) + \text{Sum of considered refactoring techniques from 2nd round on} \left( \sum_{r=2}^{z} \text{Re}_r \right)$

$\text{Re}_r = \text{Sum of considered refactoring techniques each position to be applied} \left( \sum_{i=1}^{z} P_i \right) + (\text{Sum of considering refactoring techniques of previous round} - 1)$

From the formula, the number of positions to be applied refactoring technique decreases by one position at the end of each round.

C. Hill Climbing

1. Apply each refactoring technique to the positions to be changed in source code.
2. Calculate software maintainability of changed source codes that have already been applied by refactoring techniques.
3. Select a path or changed source code which has software maintainability better than current path to be applied refactoring techniques in the remained path. Select path which has maximum software maintainability in case there are many better paths.
4. Check that there are better positions to be applied refactoring techniques or not.
   4.1 If there are positions then repeats from step 1 to step 4 until there are no positions to be changed or no better positions than current path.
   4.2 If there are no position or no better positions than current path then stop searching process.
5. Obtain the sequence of refactoring techniques usage which makes the changed source code with optimal software maintainability.

From the step of searching process, the searching process can be stop if the software maintainability of current path is better than other next paths. As a result, some positions may not be changed by refactoring techniques after finishing process. The number of nodes which has to be retrieved for the result using Hill Climbing can be found by formula as follow:

Total Number of Retrieved Nodes $_{HC} = \text{Sum of considering refactoring techniques each round} \left( \sum_{r=1}^{z} \text{Re}_r \right)$

From the formula, the number of positions to be applied refactoring technique decreases by one position at the end of each round.

D. A* (A Star)

The equation of $A^*$ to get the sequence of refactoring techniques usage can be defined as in

$f(x) = g(x) + h(x)$

- $f(x)$ refers to goal stage which all positions are applied refactoring techniques.
- $g(x)$ refers to software maintainability of current node.
- $h(x)$ refers to average of software maintainability of other refactoring techniques to go to the goal stage from current node.

The step of searching refactoring techniques usage path using $A^*$ can be defined as follow.

1. Apply each refactoring technique to the positions to be changed in source code.
2. To find $g(x)$, calculate software maintainability of changed source codes that have already been applied by each refactoring from step 1.
3. To find h(x), apply refactoring techniques at all other positions from changed source code in step 1. And then calculates average of software maintainability of all possible paths from changed source code. 

4. Consider sum of g(x) and h(x) of each path from step 1 by select a path which has maximum value.

5. Check that there are positions to be applied refactoring techniques or not.

5.1 If there are positions then repeats from step 1 to step 5 until there are no position to be changed or no refactoring techniques to apply.

5.2 If there are no position then stop searching process.

6. Obtain the sequence of refactoring techniques usage which makes the changed source code with optimal software maintainability.

The number of nodes which has to be retrieved for the result using A* can be found by formula as follow:

\[ \text{Total Number of Retrieved Nodes } A^* = \sum \text{Re}_r \]

\[ \text{Re}_r = \text{Sum of all possible nodes of refactoring techniques of } P_r \text{ with other positions.} \]

From the formula, the number of positions to be applied refactoring technique decreases by one position at the end of each round.

V. EXPERIMENT

In the experiment, we apply each Heuristic Search method to search for sequence of refactoring techniques usage to change Statement method of Customer class on Movie Rental System [1]. The Statement method contains Long Method, Large Class and Feature Envy bad smells. We apply refactoring techniques at three positions to remove bad smells. Each position can be applied by two refactoring techniques: Extract Method and Move Method (shown in Table I). To calculate software maintainability, we focus on three Object Oriented Metrics: Weight Method per Class (WMC), Lack of Cohesion in Method (LCOM) and Coupling between Object Classes (CBO) [7]. For Coupling between Object Classes metric, we consider two couplings: Efferent Coupling (EC) and Afferent Coupling (AC). The relationship between the metrics and software maintainability are inverse [6].

01 Class Customer {
02   public String statement() {
03       double totalAmount = 0;
04       int frequentRenterPoints = 0;
05       Enumeration rentals = _rentals.elements();
06       String result = “Rental Record for “ + getName();
07       while(rentals.hasMoreElements()) {
08           double thisAmount = 0;
09           Rental each = (Rental) rentals.nextElement();
10           if(each.getMovie().getPriceCode() == Movie.REGULAR) {
11               thisAmount += 2;
12               if(each.getDaysRented() > 2) {
13                   thisAmount += (each.getDaysRented() - 2) * 1.5;
14               }
15               else if(each.getMovie().getPriceCode() == Movie.NEW_RELEASE) {
16                   thisAmount += each.getDaysRented() * 3;
17               }
18               else if(each.getMovie().getPriceCode() == Movie.CHILDRENS) {
19                   thisAmount += 1.5;
20                   if(each.getDaysRented() > 3) {
21                       thisAmount += each.getDaysRented() - 3) * 1.5;
22                   }
23               if((each.getMovie().getPriceCode() == Movie.NEW_RELEASE) && each.getDaysRented() > 1) {
24                   frequentRenterPoints++;
25                   result += “\t” + each.getMovie().getTitle() + “\t” + String.valueOf(thisAmount) + “\n”;
26                   totalAmount += thisAmount;
27                   result += “Amount owed is ” + totalAmount;
28                   result += “\t” + frequentRenterPoints + “ frequent renter points”;
29                   return result;
30         }
31       }
32     }

Fig 5 Customer Class (1)

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>LIST OF REFACTORING TECHNIQUES TO APPLY WITH CUSTOMER CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>Applied refactoring techniques</td>
</tr>
<tr>
<td>P1 (line 8-23) : Calculating movie charge part</td>
<td>R1 : Extract this part to new method of Customer class.</td>
</tr>
<tr>
<td></td>
<td>R2 : Move this part to a new method of Rental Class.</td>
</tr>
<tr>
<td>P2 (line 24-25) : Calculating frequency rental point part</td>
<td>R3 : Extract this part to new method of Customer class.</td>
</tr>
<tr>
<td></td>
<td>R4 : Move this part to a new method of Rental Class.</td>
</tr>
<tr>
<td>P3 (line 28) : Calculating total movie charge part</td>
<td>R5 : Extract this part to new method of Customer class.</td>
</tr>
<tr>
<td></td>
<td>R6 : Move this part to a new method of Rental Class.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>THE RESULT OBJECT ORIENTED METRICS OF CUSTOMER CLASS AFTER APPLYING REFACTORING TECHNIQUES USAGE USING HEURISTIC SEARCH METHODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic Search</td>
<td>Object Oriented Metrics</td>
</tr>
<tr>
<td>GA</td>
<td>WMC</td>
</tr>
<tr>
<td>9</td>
<td>0.6</td>
</tr>
<tr>
<td>BFS</td>
<td>9</td>
</tr>
<tr>
<td>HC</td>
<td>7</td>
</tr>
<tr>
<td>*</td>
<td>9</td>
</tr>
</tbody>
</table>

From Table II, the sequence of refactoring techniques usage from Greedy Algorithm, Breadth First Search and A* to change Statement method are S[R2, R4, R6] with WMC = 9, LCOM = 0.6, AC = 0 and EC = 1. But the sequence of refactoring techniques usage from Hill Climbing is S[R2, R4] which finishes searching process after changing only two positions because the Object Oriented Metrics values of changed source code on position 2 and 4 are better than changed source code after all positions. That causes
the changed source code of Statement method using Hill Climbing still has bad smell on position 3. So the quality of changed source code using Greedy Algorithm, Breadth First Search and A* is better than using Hill Climbing. In searching time, we consider the number of retrieved nodes to search for the sequence of refactoring techniques of each Heuristic Search method. The results can be shown in Table III. In the first round of Table III, the number of retrieved nodes of Breadth First Search is as same as the number of retrieved nodes of Greedy Algorithm and Hill Climbing because the first round starts from root node and there are no previous nodes for Breadth First Search to consider. The number of retrieved nodes of A* are as same as the number of all possible nodes for applying refactoring techniques to change the Statement method. Because A* has to consider about the future path cost, function (h(x)) of six refactoring techniques and each refactoring technique has eight possible paths to change the Statement method. So there are forty-eight paths to calculate for h(x) of the first round. In the second round, the number of considering positions decreases by one position, that results the number of retrieved nodes of Greedy Algorithm and Hill Climbing decrease by two nodes. So there are four remaining nodes for Greedy Algorithm and Hill Climbing to consider in the second round. In Breadth First Search, there are nine nodes to be retrieved (six from remaining nodes and three from previous nodes). A* has to consider sixteen node for h(x) calculating from two remaining positions. In the third round, there is only one remaining position or two nodes to retrieve for Greedy Algorithm. For the last position to consider for A*, current remaining node has already considered all positions completely that causes h(x) equals 0 or it no need to calculate for h(x). So the number of retrieved nodes to consider is two nodes. In Breadth First Search, there are five nodes to retrieve for the last position (two nodes from remaining nodes and three nodes from previous nodes). But there are no nodes to consider in Hill Climbing for the last position because the searching process has already stopped in the end of previous round.

In searching time, we conclude that Greedy Algorithm to search for sequence of refactoring techniques usage to change the Statement method uses less time than Breadth First Search and A*. Although Hill Climbing use less time than Greedy Algorithm, it doesn’t remove bad smell completely.

<table>
<thead>
<tr>
<th>Round</th>
<th>GA</th>
<th>BFS</th>
<th>HC</th>
<th>A*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>48</td>
</tr>
<tr>
<td>2nd</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>3rd</td>
<td>2</td>
<td>5</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>
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