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Abstract—In this paper, we propose an information distribution system with reinforcement learning so that the information can be distributed to users with a small number of distributions. In this system, the information distributor moves along the same route and distributes the information to users by using the wireless communication technology. Here, we consider a case where the distributor would like to send the information such as advertisement to users who pass a specified area related to the information. As long as the information is distributed at random, however, it is hard to distribute the information to users that pass the specified area effectively. To achieve this goal, in our proposed system, distributed reinforcement learning is utilized. With the distributed reinforcement learning, the distributor learns the optimal positions where the information can be distributed to a larger number of users who pass the specified area. Moreover, by considering road conditions, the information can be distributed to users effectively. We evaluate the performance of our proposed system with simulation. In numerical examples, we investigate the effectiveness of our proposed system by comparing with the conventional method where the information is distributed at random.
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I. INTRODUCTION

Recently, several kinds of wireless communication systems have been proposed and developed. With such wireless communication systems, the information can be distributed to users easily. [1] has proposed a reliable message transmission in mobile social networks. By using this method, the information can be transmitted to users reliably without the security key management for the mobile social networks. In [2], authors have implemented and experimented publish/subscribe systems as a word-mouth information distribution service for users such as resident, shopper and traveler in Kobe, Japan. The effectiveness of the proposed system for the information distribution has been proposed with simulation. Moreover, [3] has considered an information collection system, which is called ZebraNet system, to support wildlife tracking for biology research. This system utilizes wireless peer-to-peer networking techniques in a mobile sensor network. In this system, custom tracking collars (nodes) are carried by animals across a large and wild area and sensing information is collected via such nodes.

Here, the distribution information system can be used as an advertisement delivery platform. In this case, information distribution charges or advertising expenditures may be required to distribute the information to users [4]. Therefore, it is expected that the information can be efficiently distributed to a larger number of users with a smaller number of distributions. When users receive the information with their own mobile devices, in addition, the number of information distributions should be limited by reducing the power consumption.

In this paper, we propose an information distribution system with reinforcement learning so that the information can be distributed to users with a small number of distributions. In this system, the information distributor moves along the same route and distributes the information to users by using the wireless communication technology such as IEEE 802.11, Bluetooth, and so on. Here, we consider a case where the distributor would like to send the information such as advertisement to users who pass a specified area related to the information. As long as the information is distributed at random [5], however, it is hard to distribute the information to users that pass the specified area effectively.

To achieve this goal, in our proposed system, distributed reinforcement learning is utilized. With the distributed reinforcement learning, the distributor learns the optimal positions where the information can be distributed to a larger number of users who pass the specified area. Moreover, by considering road conditions, the information can be distributed to users effectively. We evaluate the performance of our proposed system with simulation. In numerical examples, we investigate the effectiveness of our proposed system by comparing with the conventional method where the information is distributed at random.

The organization of this paper is as follows. Section II explains reinforcement learning and distributed Q-learning, and then we introduce QLAODV and RLAB. In Sect. III, we explain our proposed system. Section IV denotes numerical results, and finally, conclusions are denoted in Sect. V.

II. RELATED WORK

A. Reinforcement Learning

In reinforcement learning, a learning agent moves from state to state by performing an action [6]. The agent receives a reward at every state after performing an action, and hence the agent tries to perform an action so as to gain more rewards. From these experiences, the agent can learn the optimal action for each state.

Q-learning is one of the reinforcement learning techniques, and a value function $Q$ is utilized in order to decide an optimal action for each state of an environment. Here,
When a state is changed into another segment is called environment. Thus, the agent can perform the action that is the importance degree of future rewards. Moreover, a user moves along the same route to determine the in-dence. Therefore, the agent can determine the optimal action by considering a state of an environment. In the following, learning, an agent performs action at time that is approximated directly without the information about the environment. Then, the agent can determine the optimal action that maximizes . Thus, the agent can perform the optimal action easily, and hence the Q-learning is recently used to control and manage communication networks.

In the learning methods explained in the above, an agent learns the optimal action by considering a state of an environment. However, when the number of agents and/or environments is multiple, those learning methods are not effective. Therefore, in such a case, distributed reinforcement learning is utilized [7].

Distributed Q-learning can be utilized when the number of agents and/or environments is multiple. In the following, we consider a case where the number of agents is one but the number of environments is multiple. In the distributed Q-learning, an agent performs action when the agent is in the th environment. The agent gains reward and only a partial synchronization is required. Here, a value of action for state is also denoted as that is calculated from

\[
Q_i(s_t, a_t) = (1 - \alpha)Q_i(s_t, a_t) + \alpha \left[ r_{t+1} + \gamma \max_{\theta} Q_{\theta}(s_{t+1}, a_t) - Q_i(s_t, a_t) \right], \quad (1)
\]

where \(0 < \alpha \leq 1\) is a learning rate and \(0 \leq \gamma < 1\) is a discount factor. The learning rate \(\alpha\) determines to what extent the latest information will override the old information. The agent does not learn anything when \(\alpha\) is equal to zero, while the agent considers only the most new information when \(\alpha\) is equal to one. The discount factor \(\gamma\) determines the influence of future rewards. The agent considers only current reward when \(\gamma\) is equal to zero, while the agent tries to find a long-term high reward when \(\gamma\) is equal to one.

From (1), the optimal value function \(Q(s_t, a_t)\) is approximated directly without the information about the environment. Then, the agent can determine the optimal action \(a^*\) that maximizes \(Q(s_t, a_t)\). Thus, the agent can perform the optimal action easily, and hence the Q-learning is recently used to control and manage communication networks.

In Vehicular Ad-Hoc Network (VANET), a network topology changes frequently due to vehicle’s movement. It is well known that in VANET, ad hoc routing protocols such as Ad hoc On-Demand Distance Vector (AODV) and Dynamic Source Routing (DSR) cannot work efficiently. In [8], in order to use unicast applications effectively in VANET, a routing protocol called QLAODV has been proposed [8].

QLAODV utilizes a distributed reinforcement learning in order to forward data effectively in a highly dynamic network environment. This method utilizes the information about the availability of paths in the distributed reinforcement learning with unicast control packets. From simulation results, [8] has shown that QLAODV outperforms original AODV significantly in highly dynamic networks.

C. RLAB

In VANET, it is a challenging problem that context-aware broadcasting of information is performed effectively so as to transmit information to the areas of interest (AoI).

In [9], a self-adaptive broadcast scheme has been proposed. This method also utilizes distributed reinforcement learning. In the distributed reinforcement learning, the vehicles are able to collaboratively tune the rate of their broadcast based on the network dynamics. Moreover, in this method, the initial knowledge about geographical distribution of AoI is not required. By using the method, a distributed context-aware broadcasting is implemented easily and used practically. This is because global information is not required and only a partial synchronization is required.

The effectiveness of this method has been evaluated with simulation. From simulation results, it has shown that a significant improvement, in terms of number of useful broadcasts and delay, over the existing approaches, such as gossip-based broadcasting.

III. PROPOSED SYSTEM

In this section, we propose an information distribution system with distributed reinforcement learning.

A. Overview

In this system, each road is divided into multiple segments and a segment is used as an environment. In the following, the th segment is called environment and a state of \(e_i\) is denoted as \(s_t\). Moreover, a user moves along the same route as an information distributor and distributes the information to other users. The distributor is an agent for distributed

\[\text{Information distributor is in environment } e_i,\]

\[\text{Select action } a_t \text{ with our proposed method}, \quad i = i + 1\]

\[\text{Update } Q_i(s_t, a_t)\]

\[\text{Distribute the information and gain a reward.}\]

Fig. 1. Flowchart of proposed information distribution.
Q-learning and learns an optimal action in terms of the information distribution at each environment.

The distributor performs optimal action $a_i^*$, which maximizes value function $Q_i(s_i, a_i)$, according to state $s_i$ in environment $e_i$ (see Fig. 1). Then, the distributor gains reward $r_i(s_i, a_i)$ from the environment $e_i$ and updates $Q_i(s_i, a_i)$ according to (2). The information distributor moves to the next environment $e_{i+1}$ and continues the above process. Thus, the information is distributed to users by using the distributed Q-learning.

**B. Utilization of Distributed Q-Learning**

In this subsection, we explain how distributed Q-learning is utilized in our proposed system in detail.

1) State: In this system, state of the $i$th environment $e_i$ at time $t$ is denoted as $s_i(t)$, and $s_i(t)$ is decided based on the number of users that passed $e_i$ from time $t - L$ to time $t$. Let $K_i(\tau)$ be the number of users that are passing $e_i$ at time $\tau$. With $K_i(\tau)$, the number of users that passed $e_i$ from time $t - L$ to time $t$ is calculated as $\Sigma_{\tau=t-L}^{t} K_i(\tau)$.

We assume that when $\Sigma_{\tau=t-L}^{t} K_i(\tau)$ is equal to or larger than threshold $D$, $e_i$ is in a congestion state. Otherwise, we assume that $e_i$ is in a non-congestion state. As a result, $s_i(t)$ is set to zero or one as follows:

$$s_i(t) = \begin{cases} 
1 & \text{Congestion state}, \\
0 & \text{Non-congestion state},
\end{cases}$$

(4)

According to state $s_i$, the information distributor, which is agent, selects an action.

2) Action: The information distributor selects and performs an optimal action at environment $e_i$. Here, the distributor can select an action at time $t$ among the following actions:

$$a_i(t) = \begin{cases} 
1 & \text{Broadcast is performed}, \\
0 & \text{Broadcast is not performed}.
\end{cases}$$

(5)

3) Reward: If the information distributor performs action $a_i(t)$ at time $t$ when a state of environment $e_i$ is $s_i$, the distributor gains reward $r_i(s_i(t), a_i(t))$. In the distributed Q-learning, the agent continues to update value function $Q_i(s_i(t), a_i(t))$, and finally the agent learns the optimal action that maximizes the expected reward. Therefore, by determining a reward function so as to achieve our goal, the information distributor can learn the effective information distribution.

Now, let $N_i(t)$ denote the number of users that receives the information when the distributor performs the broadcast at the environment $e_i$. In addition, let $G_i(t)$ be the number of users that passed a specified area after receiving the information at $e_i$. Here, $G_i(t)$ is updated in the specified area and the distributor receives the information about $G_i(t)$ when it passes the area.

With the above parameters, in our proposed system, a reward function is given in the following:

$$r_i(s_i, a_i) = \begin{cases} 
\zeta N_i(t) + \sum G_i(t), & \text{if } a_i(t) = 1, \\
\zeta N_i(t), & \text{if } a_i(t) = 0,
\end{cases}$$

(6)

where $\zeta$ and $\eta$ are setting parameters. In (6), the first term means that a large reward is gained when a large number of users receives the information with a broadcast. The second term denotes that a large reward is gained when the distributor performs the broadcast at a segment where a large number of users that passed a specified area receive the information.

In addition, $\kappa(t)$ in the third term increases if the distributor does not perform the broadcast in the following:

$$\kappa(t) = \begin{cases} 
\kappa(t - 1) + \phi, & \text{if } a_i(t) = 0, \\
0, & \text{otherwise},
\end{cases}$$

(7)

where $\phi$ is a setting parameter. With $\kappa(t)$, the redundant information distribution can be avoided. Finally, the last term is set so that the distributor gains a negative reward when it performs an action that is not appropriate.

4) Update of value function: In this system, $Q_i(s_i(t), a_i(t))$ is updated according to (2). Here, in this update, it is well known that a local optimum action is sometimes selected. To solve this problem, we utilize $\epsilon$-greedy method.

In the $\epsilon$-greedy method, an agent selects and performs an action that maximizes $Q_i(s_i(t), a_i(t))$ with probability $1 - \epsilon$ and otherwise, it selects and performs an action at random.

Therefore, in our proposed system, with probability $1 - \epsilon$, the distributor compares $Q_i(s_i(t), 0)$ with $Q_i(s_i(t), 1)$ and performs a broadcast if $Q_i(s_i(t), 0) \leq Q_i(s_i(t), 1)$. If $Q_i(s_i(t), 0) > Q_i(s_i(t), 1)$, the distributor does not perform the broadcast. With probability $\epsilon$, on the other hand, the distributor selects an action at random.

**IV. NUMERICAL EXAMPLES**

In this section, we evaluate the performance of our proposed system. In the following, an user that moves along the same route, e.g., a local bus, is an information distributor. The distributor utilizes distributed Q-learning in order to distribute effectively the information to other users.

Figure 2 shows a road map where we evaluate the performance of our proposed system. In this road map, the size of a segment is 20 $[m] \times 20$ $[m]$, and the distributor moves along a red route at 40 $[km/h]$. Other users enter the map along

![Fig. 2. Simulation scenario.](image-url)
each road with probability \( P_s \) and moves at 45 [km/h]. When the users enter intersection B, they go straight down the intersection with probability \( P_s \), turn right with probability \( P_r \), and turn left with probability \( P_l \). At other intersections, they go straight down with probability 0.6, turn right with probability 0.2, and turn left with probability 0.2. The users continue to move until it gets out of the map.

In the system, the distributed information is related to a specified area denoted as destination in Fig. 2. Therefore, it is expected that the distributor sends the information to users that pass the destination. In our proposed method, \( \alpha = 0.3 \), \( \gamma = 0.9 \), \( \epsilon = 0.1 \), and \( \phi = 0.1 \). For the performance comparison, we also evaluate the conventional method where an information distributor performs broadcast with probability \( p \) at each segment.

### A. Impacts of \( \eta \) and \( \zeta \)

Figure 3 and Fig. 4 shows the impact of \( \eta \) on the performance of our proposed system. Here, \( P_s = 0.3 \), \( P_r = 0.6 \), \( P_l = 0.2 \), and \( P_l = 0.2 \). In the following, we evaluate two performance metrics: 1) the ratio of the number of users that pass the destination to the number of users that receive the information and 2) the average number of users that receive the information.

Figure 3 shows the average number of users that receive the information against \( \eta \) in a case of \( \zeta = 0 \). From this figure, we find that the average number of users that receive the information does not change so much by changing \( \eta \). Figure 4 shows the ratio of the number of users that pass the destination against \( \eta \) in a case of \( \zeta = 0 \). From this figure, we find that the ratio of the number of users that pass the destination for our proposed method is larger than that for the conventional method regardless of \( \eta \) and \( p \).

Figure 5 and Fig. 6 show the impact of \( \zeta \) on the two metrics. Here, \( \eta \) is equal to zero. From these figures, the average number of users that receive the information increases as \( \zeta \) increases. This is because \( \eta \) affects only the first term in (2).

As a result, the number of users that pass the destination decreases by distributing the information redundantly.

### B. Impacts of probabilities \( P_s \), \( P_r \), \( P_l \), and \( P_e \)

We also investigate the impacts of probabilities with which users move on the effectiveness of our proposed system. In the following, \( \eta \) is equal to eight and \( \zeta \) is equal to 0.5. Here, we consider three cases: case A, case B, and case C. In case A, \( P_s = 0.6 \), \( P_r = 0.2 \), and \( P_l = 0.2 \). Moreover, in case C, \( P_s = 0.0 \), \( P_r = 1.0 \), and \( P_l = 0.0 \). Figure 7 and Fig. 8 show the number of information distributions and the average number of users that receive the information, respectively. Figure 9 shows the ratio of the number of users that pass the destination. From these figures, we find that the performance of each system is affected by
probability with which users move at intersection. However, our proposed system is effective to distribute the information to the users that pass the destination effectively.

Moreover, Fig. 10 show the impact of probability $P_s$ on the number of users that pass the destination. Here, $P_s = 0.6$, $P_r = 0.2$, and $P_t = 0.2$. From this figure, regardless of $P_s$, our proposed system can distribute the information effectively. This is because the information distributor can learn the optimal action based on the congestion state.

V. CONCLUSIONS

In this paper, we proposed an information distribution system based on distributed Q-learning. We evaluated the performance of our proposed system with simulation. From numerical system, we found that the information can be distributed to users that pass a destination effectively in our proposed system. Moreover, we found that a large number of users can receive the information with a small number of distributions.
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