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Abstract—Due to the FPGA technology evolution and market 

demand, the scheduling of the reconfigurable system has 

become an important part. From the past before run time the 

static schedule, with the evolution of technology, the dynamic 

scheduling is developed to reconfigurable computing. Only run 

in the execution order of the point in time, all tasks are decided. 

Thus fast and dynamically at runtime to change the order of 

tasks with in time execution, making the flexibility to improve. 

In this paper, we approach the grey relational algorithm for 

multi-objective tasking in dynamically reconfigurable 

scheduling to achieve the optimal performance of the overall 

system. 

 
Index Terms—FPGA, reconfigurable system, grey relational, 

dynamic scheduling, multi-objective tasking 

 

I. INTRODUCTION 

HE FPGA reconfigurable computing is intended to fill 

the gap between hardware and software, achieving 

potentially much higher performance than software, while 

maintaining a higher level of flexibility than hardware [1]. 

Technology evolution and solving an important problem in 

reconfigurable systems, the scheduling methods has become 

an important part. Usually, scheduling methods can be 

classified into static and dynamic depending on when the 

scheduling is done. The static scheduling was scheduled 

before run-time. Static scheduling can be find an optimal 

schedule, but it is fixed and thus cannot be changed 

scheduling once the system is running, so it is quite inflexible. 

The dynamic scheduling is scheduled in run-time. Dynamic 

scheduling is faster and flexible, but the schedules might find 

a sub-optimal solution. 

There have been extensive studies for static scheduling. 

Proposes a new method, when hardware task been executed, 

the task left in the surface of RPU as much as possible in 

Bassiri and Shahhoseini [2]. In [3], a heuristic run-time 

software/hardware scheduling is presented and implements 
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the method in operating system for reconfigurable systems. 

For dynamic scheduling, the following methods have been 

proposed or used. Using priority-based scheduling was used 

in task schedulers and context schedulers [4-5]. In [6], the 

preemptive method with hardware tasks scheduling and 

placement for dynamic reconfigurable logic on SoC, such as 

Shortest-Remaining Processing Time (SRPT) and Least 

Laxity First (LLF). A novel Performance Aware Task 

Scheduler (PATS) is presented that decides the task schedule 

at runtime while considering the specific system state of the 

reconfigurable processor. The PATS considers the efficiency 

of a task to determine the scheduling decision and that are 

accelerated by reconfigurable Special Instructions (SIs) to 

improve system performance [7]. In [8], a simulation 

framework is proposed for application task distribution 

among different nodes of a reconfigurable computing grid. 

From reference mentioned above, dynamic scheduling for 

FPGA or reconfigurable systems becomes more important. 

Dynamic scheduling is faster than static scheduling that 

could be reduce time of reconfiguration or scheduling in 

overall systems, and re-scheduled scheduling of task at 

runtime. In this paper, we propose grey relation of grey 

system to finish dynamic reconfiguration multi-objective 

task scheduling, and then to achieve the optimal performance 

of the overall system. Therefore we use grey relation analysis 

methods [9] to implement multi-objective task scheduling in 

dynamic reconfiguration systems. The remainder of this 

paper is organized as follows. Section II presents our 

proposed methodology. Experimental results are reported in 

section III. Finally, a conclusion and discussion of future 

research directions are given in section IV.  

II. PROPOSE METHOD 

Grey theory was proposed by Deng (1989) [10], its 

contents include grey relational grade, grey programming, 

grey relational space, grey prediction and grey control, etc. 

The grey relation has been utilized for various applications, 

such as studies applied to VLSI in recent years [11-13]. This 

work is to do analysis of the relationship between tasks. 

We have developed several features of task on the task 

model as important features of reconfigurable configuration 

as follows: 

 --Area size: The size of area is used by each task, and 
each task area is equal to the number of CLBs. 

 --Overhead execution time: when FPGA is executed 

configuration by tasks, there are also other tasks 

configurations. The configuration time will be affected and 

the execution time will cause overhead.    

Jan-Ou Wu, Yang-Hsin Fan, San-Fu Wang and Tsai-Hua Kang   

Using Grey Relation to FPGA Multi-Objective  

Task Scheduling on Dynamic Reconfigurable 

System  

T 

Proceedings of the International MultiConference of Engineers and Computer Scientists 2014 Vol II, 
IMECS 2014, March 12 - 14, 2014, Hong Kong

ISBN: 978-988-19253-3-6 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

IMECS 2014

mailto:yhfan@nttu.edu.tw
mailto:sf_wang@mail.mcut.edu.tw


 

 --Locatability: We assume that the FPGA can be 
allocated by tasks, so it hasn’t to consider I/O. 

--Shape: The initial shape of each task is rectangle. 
When logic resources of each task are implemented in FPGA, 
it’s not that the shape of each task is rectangle. In order to 
simulate this case, we assume that the shape of the tasks is 
can be changed. 

In this paper, we use the grey relation of dynamic 
reconfiguration multi-objective task scheduling. Every time 
FPGA is loaded the task, it can follow user's different 
demand and according to nature of task to determine the 
order of task scheduling. About of task and scheduling as 
follows, all of the task will be first stored into the module 
library. The task will be configured into FPGA until the 
demand for task. The corresponding task of module library 
will be configuration into FPGA after scheduler randomly 
decides. Placer is used to manage space while to find an 
optimal space to the loading task. 

Task Graph for Free (TGFF) [14] was published in 1998 

by Dick that is a task Graphs generator and it’s an open 

source. The user just setup the parameter settings after 

execution TGFF, it can generate the task graph depending on 

user settings. The purpose is easily to generate standard 

random number scheduling and allocation, in order to 

provide a general synthesis of hardware and software for 

studies using. So we will verify grey relation of dynamic 

reconfiguration multi-objective task scheduling with 

Configuration Area (CA) size, Configuration Time (CT), 

Running Time (RT) by TGFF. 

 

III. EXPERIMENTAL RESULT 

The proposed the grey relation of dynamic reconfiguration 

multi-objective task scheduling was utilized TGFF 

construction in C# Builder to evaluate the performance. The 

measurement environments have been implemented on an 

Intel Core (TM) i-7-2600 3.4 GHz PC under the Windows 7 

operating system. The examples are using events with 

relation of gray system and their corresponding relational and 

corresponds method to the target as following. The 

corresponds method adopts configuration area, configuration 

time, running time to evaluate various of task, and using 

TGFF to generate a set of task, such as a relation set of 

composed of Task1,Task 2,…,Task9,Task10. Therefore, if 

task scheduling considers more characteristics, then the 

corresponding relation sets will be more.  

 

A.    Result of the quantitative 

According to the configuration area (CA), configuration 

time (CT) and running time (RT), we evaluate the effects of 

three kinds of quantitative as shown in Table I. 
 

For the smaller-the-better type of criterion according to 

gray relational generation of configuration area, 

configuration time and running time, its reference value is the 

minimum lower limit associated with the said criterion as 

shown in Table II. 

 

B. BResult of the dynamic multi-objective scheduling 

In table II, we use 0.9, 0.05 and 0.05 expression of the 

weight value of CA, CT and RT status respectively. The 

integral effect of relational is configuration with the smallest 

CA size. The dynamic task scheduling with the smallest 

configuration area size is shown in figure 1. 

 
TABLE I 

QUANTITATIVE RESULT OF THE THREE EFFECTS TARGET  

TGFF to   

generate  

10  tasks 

Result of the quantitative 

Task CA CT RT 

Task 1 (r1-1) 6 2 43 

Task 2 (r1-2) 10 2 24 

Task 3 (r1-3) 36 6 33 

Task 4 (r1-4) 45 9 60 

Task 5 (r1-5) 39 4 72 

Task 6 (r1-6) 55 11 142 

Task 7 (r1-7) 68 5 37 

Task 8 (r1-8) 78 39 114 

Task 9 (r1-9) 57 4 191 

Task10 (r1-10) 69 23 86 

 
TABLE II 

RESULT OF THE SMALL-THE-BETTER OF THREE TARGETS  

TGFF to 
generate 

     10 tasks 
Result of the small-the–better 

Task CA CT RT 

Task 1 (r1-1) 1.000 1.000 0.558 

Task 2 (r1-2) 0.600 1.000 1.000 

Task 3 (r1-3) 0.167 0.333 0.727 

Task 4 (r1-4) 0.133 0.222 0.400 

Task 5 (r1-5) 0.154 0.500 0.333 

Task 6 (r1-6) 0.109 0.182 0.169 

Task 7 (r1-7) 0.088 0.400 0.649 

Task 8 (r1-8) 0.077 0.051 0.211 

Task 9 (r1-9) 0.105 0.500 0.126 

Task10 (r1-10) 0.087 0.087 0.279 
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Fig. 1.  The dynamic task scheduling with the smallest CA. 
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In table II, we use 0.05, 0.09 and 0.05 expression of the 

weight value of CA, CT and RT status respectively. The 

integral effect of relational is configuration with the smallest 

configuration time. The dynamic task scheduling with the 

smallest configuration time is shown in Figure 2. 

The integral effect of relational is configuration with the 

smallest configuration time. The dynamic task scheduling 

with the smallest running time is shown in Figure 3. 

GRDMTS obtains the integral effect of relational of 

multi-objective according to CA, CT and RT that mean value 

of average as shown in Table III. Figure 4 shows the optimal 

relation set of task scheduling with the multi-objective. 

 
TABLE III 

RESULT OF THE  DYNAMIC MULTI-OBJECTIVE SCHEDULING       

TGFF to generate 

10 tasks 
Result of the dynamic multi-objective 

scheduling 

Task 
CA 

Time 

CT 

Time 

RT 

Time 

AVG 

Time 

AVG 

Seq. 

Task 1 (r1-1) 0.990 0.990 0.833 0.938 2 

Task 2 (r1-2) 0.958 0.997 0.997 0.984 1 

Task 3 (r1-3) 0.755 0.940 0.896 0.864 3 

Task 4 (r1-4) 0.694 0.899 0.709 0.767 6 

Task 5 (r1-5) 0.725 0.946 0.656 0.776 5 

Task 6 (r1-6) 0.633 0.864 0.449 0.649 7 

Task 7 (r1-7) 0.608 0.940 0.855 0.801 4 

Task 8 (r1-8) 0.542 0.674 0.494 0.570 10 

Task 9 (r1-9) 0.624 0.926 0.379 0.643 9 

Task10 (r1-10) 0.581 0.776 0.584 0.647 8 
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Fig. 2.  The dynamic task scheduling with the smallest CT. 

Running  Time
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Fig. 3.  The dynamic task scheduling with the smallest RT. 
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Fig. 4.  The dynamic task scheduling with the multi-objective. 
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IV. CONCLUSION  

In this paper, we propose Grey relational method for 

multi-objective problems to improve task scheduling in 

FPGA reconfigurable system. We conclude from the 

experimental results demonstrate that the proposed method 

use TGFF to generate benchmark tasks and give in different 

objective. The results can be found out the multi-objective 

optional scheduling. 
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