A Novel VLSI Architecture of a Weighted Average Method based Defuzzifier Unit
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Abstract—In fuzzy control systems, fuzzification and defuzzification are two important procedures. Defuzzification plays an important part in the implementation of a fuzzy system, since the fuzzy data is not suitable for real time applications; it needs to be converted into crisp data. This paper proposes a novel VLSI architecture of a weighted average method (WAM) defuzzification method. The WAM of defuzzification is simple and is being generally used in comparison to more complex centre of gravity defuzzification method. The proposed architecture is modeled in very high speed hardware description language (VHDL) and implemented in Vertex-4 field programmable gate array (FPGA). The functional analysis has revealed that the proposed architecture is implementing WAM.
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I. INTRODUCTION

The concept of fuzzy logic is generally being attributed to Lotfi Zadeh [1], who in his work has introduced mathematics of fuzzy sets nearly three decades ago. Fuzzy logic has applications in all domains of modern life and provides simplistic solution to complex problems [2-3].

Fuzzification, defuzzification and inference are three important segments of a fuzzy system. However, the fuzzy results generated cannot be used as such to the real time applications, hence it is necessary to convert the fuzzy quantities to crisp for further processing. This can be achieved by using defuzzification process. The defuzzification has the capability to reduce a fuzzy quantity to a crisp single-valued quantity. Defuzzification can also be called as "rounding off" method. Defuzzification reduces the collection of membership function values in to a single sealer quantity [4-7]. The various fuzzy systems are realized by different researcher for different applications. The original digital realization of fuzzy inference processor was performed by Toga and Watanabe [9-10]. H. Peyravi et al. [11] have proposed reconfigurable inference engine for the analog fuzzy logic controller, based on Mamdani inference technique. J.M. Jou et al. [12], R. d’Amore [13] and N. E. Evmorfopouloung et al. [14] have proposed different architecture for the fuzzy inference processor. A significant improvement is reducing power and reducing redundancy has been obtained in these structures. The inference engine performance is an important issue which needs to be addressed. Many researchers have done a work on the defuzzification fuzzy processors. Roberto d’Amore et al [11] has developed a two input one output bit scalable architecture for fuzzy processors.

In this work, we propose a novel VLSI architecture of a defuzzifier. The defuzzifier is based on weighted average method, the simplest and generally used. The proposed architecture is modelled in very high speed hardware description language (VHDL) and implemented in Vertex-4 field programmable gate array (FPGA). In this work, two models have been designed to test the functionality of the proposed fuzzy processor. The defuzzified value has been obtained manually using the WAM technique initially, then the proposed architecture has computed the defuzzified values. It has been observed that a complete match exists between the manually calculated and the values generated by the proposed architecture. This shows that the proposed architecture is well designed and is realizing the WAM defuzzification method efficiently and accurately.

II. DEFUZZIFICATION PROCESS

The fuzzy data obtained from the fuzzification process is not suitable for the real time applications and have to be converted into crisp form. The conversion of data from fuzzy form to crisp form is known as the defuzzification. It reduces the collection of membership function values into a single quantity. The different defuzzification methods used in literature are [1-5].

1. Max-membership principle.
2. Centroid method.
3. Weighted average method.
4. Mean-max membership.
5. Centre of sums.
6. Center of largest area.
7. First of maxima or last of maxima.

These methods have their own applications, advantages and disadvantages [1-5]. The researchers have developed various architectures of defuzzifiers depending on what application the fuzzy processor or the fuzzy controller is being designed for. Figure 1 shows the block diagram of a defuzzifier circuit. C1X1, C1X2, C2X1 and c2x2 are the fuzzy inputs to
the defuzzifier, which comprises of elements and their associated membership functions. The defuzzifier block is having an architecture intact based the defuzzification techniques as mentioned above to extract the defuzzified or the crisp value. The crisp output value only can be used to control various processes or mechanisms.

The defuzzification technique used in this work is the weighted average method. This method is using for symmetrical membership only, also is the most accurate method among all. The researchers have generally designing the VLSI architecture of the WAM defuzzifier; however, in this work an efficient WAM based defuzzifier is designed and implemented. Equation 1 shows the model for the WAM based defuzzification [1-5].

\[
WAM = \frac{\sum u_c(z)z}{\sum u_c(z)} \quad (1)
\]

In this work, we have used a model to study and realize the defuzzification architecture as shown in Figure 2. In this model two rules are being fired and Mamdani implication has been used for inference. We have used aggregation of rules, as the overall consequent is being obtained from the two individual consequent in each set. In each set, the minimum of two antecedent membership values is propagated to the consequent as “AND” connective is used between the two antecedents in the rule. The propagated membership value from operations on the antecedents truncates the membership function for the consequent for that rule. The truncated membership functions from each rule are aggregated according to the following equation used for conjunctive system of rules [3].

\[
\mu y(y) = \min(\mu y^1(y), \mu y^2(y), \ldots, \mu y^n(y)) \quad \text{for} \quad y \in Y \quad (2)
\]

Each rule comprises of two antecedents (A1, B1 and A2, B2) and one consequent (C1, C2) and is represented as

\[
\text{IF}(X \text{ is } A1) \text{ AND } (Y \text{ is } B1) \text{ then } (Z \text{ is } C1) \quad (3)
\]

\[
\text{IF}(X \text{ is } A2) \text{ AND } (Y \text{ is } B2) \text{ then } (Z \text{ is } C2) \quad (4)
\]

In MODEL 1, as shown in Figure 2, FA1 and FB1 are the first and second fuzzy antecedents of the first rule, respectively, and C1 refers to the fuzzy consequent of that fuzzy rule. Since the antecedents are connected by logical "AND", therefore, the minimum membership value of the antecedents propagate through to the consequent. This process truncates the membership function for the consequent of each rule. Similarly, FA2 and FB2 are the first and second fuzzy antecedents of the second rule, respectively, and C2 refers to the fuzzy consequent of the second fuzzy rule. This process is the inference and it follows Mamdani’s implication method, which is the most common in practice and in the literature. The union of two consequents C1 and C2 is shown in row 3 of Figure 2. From this union the defuzzified value is being obtained by using the weighted average method (WAM) technique, as given in equation (1).

MODEL 1

III. CALCULATION OF DEFUZZIFIED VALUES

The defuzzified or crisp value for MODEL 1 can be calculated first manually and then using the proposed architecture. It is important that the two values must match; otherwise the proposed architecture is not well designed. In this study, weighted average method (WAM) is being used to calculate the defuzzified value. Figure 3 again shows the defuzzification for the MODEL 1 as given by Figure 2. The application of equation (1) to Figure 3 will generate the defuzzified value of model 1. The defuzzified value obtained out of WAM defuzzifier \(Y_{WAM}\) is again given by equation (1').
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\[ Y_{WAM} = \frac{\sum u_c(z) z}{\sum u_c(z)} \quad (1') \]

It can be again written as
\[ Y_{WAM} = \frac{N}{D} \quad (2) \]

where
\[ N = \sum \mu_c(z) z \quad (3) \]
\[ D = \sum \mu_c(z) \quad (4) \]

N and D can be again written as
\[ N = CC_1 * T_1 + CC_2 * T_2 \]
\[ D = T_1 + T_2 \]

Where CC1 and CC2 is the center of the first and second trapezoid MFs respectively, T1 and T2 are the maximum values of the first and second trapezoid MFs respectively, as shown in Figure 3.

\[ Y_{WAM} = \frac{CC_1 * T_1 + CC_2 * T_2}{T_1 + T_2} \quad (5) \]

The points CC1 and CC2 are given by
\[ CC_1 = \frac{C_1 X_2 - C_1 X_1}{2} + C_1 X_1 = \frac{8 - 0}{2} + 0 = 4 \]
\[ CC_2 = \frac{C_2 X_2 - C_2 X_1}{2} + C_2 X_1 = \frac{14 - 6}{2} + 6 = 10 \]

The following hexadecimal equivalent of T1 and T2 has been used.
\[ T_1 = 0.5 = A \text{ H}, \quad T_2 = 0.25 = 5 \text{ H}. \]

The values of N and D are computed below
\[ N = CC_1 * T_1 + CC_2 * T_2 = 4 * 10 + 10 * 5 = 90 \]
\[ D = T_1 + T_2 = 10 + 5 = 15 \]
\[ Y_{WAM} = \frac{N}{D} = \frac{90}{15} = 6 \text{ H} \]

So the manually calculated defuzzified value is 6H. Another model of type Figure 2 has been designed and tested. The final defuzzification diagram of that model is given in Figure 4. Again WAM is used to calculate the defuzzified value. The calculations have shown that the final crisp value as 8H.
Where equation (1) carries summation in both the numerator and denominator, so two architectures have been developed for numerator and denominator separately and have been combined together. The output of the weighted average method defuzzifier is given below as

\[ O = \frac{M}{D} = \frac{120}{15} = 8 \text{ H} \]

The same procedure has been used for other defuzzified model, not shown in a figure. The defuzzified value obtained is 7.

IV. HARDWARE REALIZATION OF THE DEFUZZIFICATION PROCESS

In section III, the defuzzified values have been manually calculated using the weighted average method, as shown in Figure 3 and Figure 4. However, manual calculation is not sufficient, a real hardware is needed which will automatically calculate the defuzzified values. Therefore, in this section, a novel architecture of a defuzzifier based on W. A. M. technique has been designed and simulated. The proposed architecture has been modeled in VHDL and has been implemented in field programmable gate array (FPGA). The defuzzified output in the W.A.M. method is given by the following equation

\[ \text{WAM} = \frac{\sum w_c(z)z}{\sum w_c(z)} \]  

Figure 5 and Figure 6 are the architecture realization of the numerators and denominators of equation (5’). The two architectures are merged into a single architecture as shown in Figure 7. The VHDL modeling of the proposed architectures have been performed. The functional analysis is shown in Figure 8. It is clear from the functional analysis that there is a clear cut match between the results obtained manually and results generated by the architecture. In the first T-state of the functional analysis, the output of the defuzzifier ‘O’ is 6H, which is same as obtained manually for Figure 3. Similarly, for T-State second and third, the outputs of the defuzzifier is 8H and 7H respectively, which is same as calculated manually. This shows the proposed architecture is realizing the defuzzifier action efficiently and accurately.

V. FPGA IMPLEMENTATION OF THE DEFUZZIFIER

A Vertix-4 XC4VLX160 FPGA platform from XILINX has been used to implement the proposed architecture. The FPGA has around 135168 4-input look up tables (LUT) and 768 bonded input/output buffers (IOB). The FPGA logic resource used in an implementation are shown in Table 1, schematic and netlist generated of the proposed defuzzifier shown in Figure 9 and 10 respectively. The implementation results shown in Table 1 show that that there is further scope for improvement in the proposed structures by incorporeity more parallelism in the architecture.

<table>
<thead>
<tr>
<th>TABLE 1: FPGA Implementation results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device Utilization Summary (FPGA: XC4VLX160-FF1148)</td>
</tr>
<tr>
<td>Logic Utilization</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
</tr>
<tr>
<td>Number of Slices containing only related logic</td>
</tr>
<tr>
<td>Number of Slices containing unrelated logic</td>
</tr>
<tr>
<td>Total Number of 4 input LUTs</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
</tr>
<tr>
<td>Number of DSP48s</td>
</tr>
<tr>
<td>Average Fanout of Non-Clock Nets</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

A novel VLSI Architecture of a defuzzifier is proposed. The proposed architecture is based on weighted average method. The WAM is the most important and simplest of the defuzzification methods. The defuzzified values have been initially manually calculated and finally have been obtained by the proposed architecture. The VHDL modeling and Vertex-4 FPGA implementation of the proposed architecture has been done. It has been seen that the proposed architecture realizes WAM based defuzzifier efficiently, as there is a complete match between the results obtained manually and through the architecture.
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