
 

 

Abstract—With the development of electronic commerce, a lot 

of recommendation systems have been developed. Collaborative 

filtering is one of widely-used algorithm in making rating 

prediction for recommendation systems. However, traditional 

collaborative filtering suffers sparisity, scalability and cold start 

problems, which result in poor quality in recommendation 

systems. To solve these problems, we propose a recommendation 

algorithm combining item clustering method and weighted slope 

one scheme. In our algorithm we use item clustering algorithm 

to partition items to several clusters and apply weighted slope 

one scheme in each cluster to predict ratings for unknown items 

to target user. We make experiments on the Movielens dataset 

and compare our algorithm with several recommendation 

algorithm. The results show that our algorithm can improve the 

accuracy of the collaborative filtering recommendation system. 

 
Index Terms—collaborative filtering, slope one scheme, 

clustering algorithm, data mining 

 

I. INTRODUCTION 

T present, with the growth of the Internet, information 

overload is hard to deal with. To solve this problem, 

recommendation system [3] has been widely used in social 

network applications, electronic commerce and online-video. 

Large recommendation system has been exist in many 

electronic commerce sites, such as Facebook, Amazon, 

YouTube, etc. In the field of recommendation system, many 

algorithms were proposed, such as content-based 

recommendation, collaborative filtering (CF) algorithms, data 

mining, knowledge-based recommendation and mixed 

recommendation. Collaborative filtering is the most mature 

and widely used recommendation algorithm [1]. Traditional 

Traditional CF methods include user-based CF and 

item-based CF. Compared to other recommendation 

algorithms, CF algorithms have a lot of merits, for example, 

simple to algorithm, easy to implement, good to result. But, 

CF algorithms have many challenges as following: 
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1. Sparsity: Data sparse problem is a serious issue of 

collaborative filtering and has been widely researched by 

experts. The recommendations of CF based on the similarities 

users or similarities items. But, many users don’t have ratings 

to the same item, the user-item matrix will be sparse. Without 

enough ratings, the effectiveness of prediction to users will be 

greatly reduced. 

2. Scalability: To ensure the real-time recommendation, we 

must solve the scalability problem. With the increase of users 

and items, the scalability problem of CF algorithm become an 

important factor for recommendation system. If the problem 

is not solved, it is hard to recommend in real time. 

3. Cold start: The problem always exists in the 

circumstance where new items are added and new items are 

rated by only few users. Because of the collaborative filtering 

algorithms based on the similarity of users or items. A new 

item can’t be recommended until it has been rated by users. 

 The slope one scheme is one of rating-based collaborative 

filtering algorithm, but it don’t calculate the similarities 

between items. It adopts an easy but effective method that a 

simple linear regression model to predict ratings. The slope 

one scheme mainly consider the users rated the target item and 

the other items rated by the target user, and use the ratings of 

the users to predict the rating of the target item. However, if 

there are no users or few users have rated the target item, the 

accuracy of the algorithm will reduce. The algorithm is simple, 

efficient, easy to implement. But, the slope one scheme also 

suffers from both cold start and sparsity problems. 

In this paper, we propose an improved recommendation 

algorithm that combines item clustering and weighted slope 

one scheme. The method use Density Based Spatial 

Clustering of Applications with Noise (DBSCAN) [5] 

clustering algorithm to partition the set of items into several 

clusters, and then we use weighted slope one scheme to get the 

prediction rating of target item for user based on the target 

user’s ratings to other items of the cluster. In addition, 

experiments on the Movielens dataset show that our algorithm 

can help to increase the accuracy of recommendation system 

and it is also more robust to noise.  

 The rest of this paper is organized as follows. We provide 

some related work in the next section. Section III, explicitly 

describes the proposed algorithm. Section IV, we make an 

experiment to evaluate the algorithm. Finally, Section V 

concludes our work and presents future work. 
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II. RELATED WORK 

Collaborative filtering is the most popular technique in 

recommendation systems. CF methods generally include 

model-based CF and memory-based CF. Memory-based CF 

always uses a similarity measure between users through 

ratings which grade by users to prediction [9], [11]. The 

similarity measure methods have Pearson’s correlation, 

Euclidean distance, Cosine Similarity, Adjusted cosine 

similarity that have been studied for twenty years. The 

accuracy of the prediction is determined by the selected 

similarity measure. The drawbacks of memory-based CF 

include data sparisity, cold start, and scalability to new items. 

There are many model-based approaches to CF. PCA, SVD 

are based on algebra [12], [13]; Bayes methods are based on 

statistics [8]. On the real recommendation system, the 

memory-based CF is hard to real-time recommend because all 

compute is online. The model-based CF using offline 

compute prefer to memory-based CF. 

The slope one scheme is one of model-based CF algorithm, 

and is studied for many years. In [2], the slope one scheme 

was first proposed, and it is simple, easy to implement and 

maintain, updateable on the fly. In [6], the authors apply slope 

one scheme to fill the vacant ratings of the user-item matrix 

where necessary, and use memory-based CF to produce 

recommendation. Zhang et al [7] introduce a novel user 

similarity measure based on user favorite items and apply it 

into slope one scheme. In the algorithm, the authors use user 

similarity to calculate target rating that predict by one item on 

all rated users, then use item similarity on summation. In [10], 

the authors think that users have different attitudes at different 

time. So the authors add a time weight on slope one scheme. 

The time near now, the weight high.  

In this paper, we propose an improved recommendation 

algorithm that combines clustering and weighted slope one 

scheme. The DBSCAN clustering algorithm is suitable for 

any shape of cluster. 

III. ALGORITHMS 

Figure 1 is the overview of the process of our algorithm. In 

the algorithm, firstly, we should have a user-item rating 

matrix. Secondly, users were clustered based on ratings of 

users. Thirdly, we use weighted slope one scheme to predict 

the ratings of the target users. 

 

A. Notation 

In this paper, we use the following notations to describe 

algorithms. Suppose that there are m  users and n  items in 

the recommendation. The rating table is a m n  matrix which 

is indicated by R . In the matrix R , we use 

1 2 3{ , , , }mU u u u u L  to indicate the set of users and 

1 2 3{ , , , }nI i i i i L  to indicate the set of items. ,u ir  indicates the 

rating of user u  to item i . ( )S u  is the set of ratings of user u , 

( )S u  is the size of ( )S u . ( , )S i j  indicates the set of all user 

u  that ( )S a  contains both ,u ir  and ,u jr . ( , )S i j  is the size of 

( , )S i j . 
,i jNum  is the number of users that rate both of the two 

items. In the process of the slope one scheme, we need to 

calculate the average deviation matrix firstly. The average 

deviation is represented by { }ijdev , and 
ijdev  indicates the 

average deviation of item i  with respect to item j . ( , )P a j  

indicates the predication rating of user u  to item j . 

B. Slope One Scheme 

The slope one scheme is a rating-based recommendation 

algorithm [2], it takes advantage of the linear relationship 

between items to get the deviation matrix whose values is 

item-item average difference. Formally the predictor is based 

on a simplified regression model: ( )f x x b   where b  is 

defined as the mean deviation. In many environment it is more 

accurate and rapid than the linear regression of ( )f x ax b  . 

The prediction process of slope one scheme consists of two 

steps: firstly, calculate the average deviation 
ijdev  of the 

target i  with other item j . Secondly, predict the rating 

( , )P a j  of the user a  on the target item j . 

1. Calculate the average deviation matrix { }ijdev . Use the 

training data set and (1) to calculate the value 
ijdev  between 

every item i  and every item.  

 

, ,( , )
( )

( , )

u i u jn S i j

ij

r r
dev

S i j







           (1) 

 

In (1), user u  rates both item i  and item j . The deviation 

matrix ijdev  can be computed once and updated quickly when 

new item is entered. Particularly, the function updated quickly 

is very important. As a real-time recommendation system, it is 

terrible to calculate all the data afresh. If the system can 

updated quickly data, the system can save many time and 

hardware facilities. 

2. Predict the unknown rating ( , )P a i  which means target 

user a  to item i  rating. We can use deviation matrix and the 

rating of target user a  to item i  to compute the prediction 

rating in (2): 
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          (2) 

 

Formula 2 is the basic slope one scheme. It suppose that the 

User-item rating matrix R

Recommendation

User clustring

Prediction: use
weight slope one scheme

 
Fig. 1.  The mainly process of our algorithm 
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relevant items to items i  play the same important role for 

predicting ( , )P a i . However, different user have different 

ratings to items, the user that has many ratings has more 

influence on producing the predictions. To make up the 

drawback, the weighted slope one revises (2) by taking the 

number of ratings into consideration. 
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C. Clustering Algorithm 

There are many clustering algorithms. In most situations, 

people often use clustering method to pre-process the data. 

Clustering is a process of dividing data into different clusters 

and put similar data elements into same cluster. DBSCAN is a 

well-known algorithm for density based clustering because it 

can identify the groups of arbitrary shapes and deal with noisy 

datasets [5]. In this paper, we use the DBSCAN method. The 

implementation of DBSCAN is shown in the algorithm1. 

 

Algorithm 1 DBACAN 

Input: A data set containing n object; 

the radius parameter r;  

the neighborhood density threshold MinPs. 

Output: A set of density-based clusters. 

1. All objects are marked as unassigned. 

2. Randomly select a unassigned object p, mark p assigned; if  

the r-neighborhood of p has at least MinPs objects, create  a 

new cluster C and add p to cluster C. 

3. Let N be the set of objects in the r-neighborhood of p; all 

points p’ are marked as unassigned in N, we mark p’ as 

assigned; if the r-neighborhood of p’ has at least MinPs 

points, add those points in N; if p’ is not a member of any 

cluster, add to C. 

4. Repeated 2 and 3 until all points are assigned as 

“assigned”. 

 

D. Fusion Method 

Always, there are many unrelated items in the dataset. The 

slope one scheme use all the items containing some unrelated 

items that may decrease the prediction accuracy. To filter the 

noise in slope one scheme, we firstly use clustering method to 

find out the related items, and use the slope one scheme on the 

dataset that composed by related items. 

 

Algorithm 2 The algorithm combing clustering method and 

slope one scheme 

Input: The training data set m×n matrix D; 

the value r; 

           the value MinPs. 

Output: The prediction value. 

1. Apply the DBSCAN clustering algorithm 1 to produce 

several partitions. Formally, the data set D is divided into D1, 

D2, D3, ⋯ , Dn (the number of   based on the radius parameter 

r and the neighborhood density threshold MinPs). 

2. For each partitions, we apply the formula 2 to compute 

average deviation, and we get a deviation matrix. 

3. After we get the deviation matrix, we use formula 3 

weighted slope one scheme to compute the prediction ratings 

for every unknown item i on the cluster Dj. 

 

IV. EXPERIMENTS AND RESULTS 

In this section, we describe the data sets, the evaluation 

metrics and the comparative experiments between our 

approach and the collaborative filtering and basic slope one 

scheme and the weighted slope one scheme. At last, we come 

up with the experiments results and make an analysis of the 

results. 

A. Data Set 

In the experiments we adopt Movielens 1M dataset that 

contains 1,000,209 ratings for 3900 movies by 6040 users. 

And, the ratings value ranges from 1 to 5. The sparsity level is 

1 1000209 (3900 6040) 0.958    , the dataset is highly sparse. 

We randomly selected 70% ratings as training datasets and 

the rest as test datasets five times. The training datasets are 

respectively named as train1, train2, train3, train4 and train5, 

and the test datasets are named as test1, test2, test3, test4 and 

test5. 

B. Evaluation Metrics 

To measure the accuracy of the algorithm, we used Mean 

Absolute Error (MAE) metric [4]. MAE is the most 

commonly used and easiest to metric. Formally, MAE is 

defined as the following equation: 

 

1
n
i i ip q

MAE
n

 
               (4) 

 

Where, n  indicates the total number of ratings, 
ip  and 

iq  

are actual and predicted ratings respectively. A lower MAE 

value indicates better prediction performance. 

C. Experimental Results 

In order to test the prediction performance of our algorithm, 

we compare our algorithm to the user-based CF algorithm, 

item-based CF algorithm, slope one scheme and weighted 

slope one scheme. All our experiments algorithms were coded 

in C++ and ran our experiments on Linux which was installed 

on a typical PC with Intel Core i5-3470 and 8G of RAM. 

The clustering algorithm DBSCAN should input two 

parameter r and MinPs. The parameter r and MinPs is related 

with the change of the k-neighborhood distance. We give the 

different value to the two parameters many times.  We find 

that r = 12 and MinPs = 5 is the better parameter. 

We compared our algorithm with slope one scheme, 

weighted slope one scheme (W-Slope One), user-based 

collaborative filtering (U-CF) and item-based collaborative 

filtering (I-CF). The U-CF adopt Pearson as similarity 

measure and I-CF adopt Cosine as similarity measure. The 

results were presented in Fig. 2. The MAE is the average of 

five time experiments MAE results. From Fig. 2, it can be 

observed that our algorithm has achieved better quality of 

prediction than other recommendation algorithm. 
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V. CONCLUSIONS AND FUTURE WORK 

In this paper, we proposed a new approach to improve the 

quality of collaborative filtering recommendation systems. 

The algorithm combines item clustering and weighted slope 

one scheme. We compare our approach to other algorithms on 

the Movielens dataset. The results suggest our algorithm 

produces better result. In the future, we should to introduce 

other automatic method to determine the two parameters of 

DBSCAN. And we also can use more large data sets to 

evaluate the availability of the algorithm. 
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Fig. 2.  The MAE of comparative experiments  
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