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Abstract—In recent years, with the rapid popularization of applications (APP) and mobile devices, the market share of mobile advertisements grows dramatically. Mobile advertisements can reach potential customers ubiquitously based on individual needs. For advertisers, how to enhance the design for satisfying individual’s requirements, and to increase the click through rate (CTR) and further increase customer’s loyalty and repurchase rate have become one of major issues. Therefore, this study aims to identify the important mobile advertisements factors of influencing the customer’s loyalty and repurchase rate, and then to provide advertisers useful information for the design of mobile advertisements. In this work, we attempt to define the potential factors of mobile advertisements, and then employ support vector machine recursive feature elimination (SVM-RFE), correlation based, and consistency based feature selection methods to identify the key attributes to directly improve the customer’s loyalty and repurchase rate. Results can be used to improve the mobile advertising and to increase the market share of mobile advertising.

Index Terms—Mobile advertisements, Feature selection, SVM-RFE, Consistency-based, Correlation-based.

I. INTRODUCTION

With the growing market for mobile devices, it led to the rapid development of mobile websites and applications (APP). Thus, mobile advertising also has become one of popular marketing channels. According to 1st half-year of IAB 2014, it pointed out that internet advertising grew to 23.1 billion USD. It increases 15% compared to 2013[19]. Gartner mentioned that mobile advertising market scale will reach 18 billion USD [12] in 2014. It’s also reported that Facebook occupied 49% in the whole mobile advertising market, 1.8 billion USD, in the third quarter of 2013 [21]. The Asian countries including Taiwan, Japan, South Korea paid much attentions to construct information infrastructure and build wireless environment. Thus, in 2012, Asian mobile Ads market reached to $ 7.7 billion [4]. Therefore, lots works aimed to study the value of mobile advertising.

Currently, the related studies focus on possible applications areas and its effects of APP. It’s reported that APP has widely applied to education, health care, and so on [32]. In the work of Bristol, he found that there are more than 290 APP are now cancer-related, over 800 APP are associated with diabetes, or even more than 100 APP are about pain management [2]. Moreover, Swartz [31] noted that the clinical information regarding to pediatric health care have been provided in forms of online journals or e-books which can be browsed on the mobile devices. Steven et al. [32] indicated that APP has a positive influence to persuade mobile device users. It can be used to enhance the user interests in brand or brand related products [32]. From available literatures, relatively few works aimed to discover the key factors of clicking mobile advertisements (Ads) and try to increase customer’s loyalty and repurchase rate.

Mobile advertising is another one of new research fields due to the popularization of mobile devices. Therefore, the related works are not as rich and diverse as Internet advertising. Chen and Hsieh [4] tried to discover the design factors for personalizing mobile Ads. Yang et al. [41] presented an integrated mobile advertising model to discover the effects of technology-based and emotion-based evaluations. This work hopes to define and identify the most important factors to influence consumers’ points of reading.

Moreover, because the advertising effects might be calculated by its click amount, for advertisers, it’s important to know the crucial factors that can attract customers. Most of all, the advertisers further know how to improve the customer of loyalty and repurchase rate in mobile advertising, these are able to improve brand recognized and purchase intention. Consequently, the objective of this work is to define and identify the key factors of clicking mobile Ads by using several feature selection algorithms, including support vector machine recursive feature elimination (SVM-RFE), correlation based, and consistency based feature selection methods. The selected important factors can assist advertisers to make their advertising decisions from the viewpoints of customers. Finally, an actual case study will be provided to demonstrate the effectiveness of the proposed methods.

II. LITERATURE REVIEW

A. Mobile Advertising

Mobile marketing is a promotional activity designed to deliver message through the use of mobile phones, smart phones and other mobile devices [36]. Ufuoma and Ayesha [37] have referred to the main function of marketing is advertising which plays a very important role between businesses and consumers in providing products and services to facilitate operations. According to Mobile Marketing
Association (MMA), mobile advertising could be defined as a form of advertising, with mobile handset, PDA or other wireless communication device to send advertising messages [4]. As companies push for BYOD (Bring your own device) plans, they requests employees to carry mobile devices to work. It has apparently become a trend, so that mobile Ads can have their advertising effectiveness [11]. There are lots of scholars and organizations classified mobile Ads which could be summarized in Table 1.

<table>
<thead>
<tr>
<th>THE CATEGORY OF MOBILE ADVERTISEMENTS [8, 18]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Message-based</td>
</tr>
<tr>
<td>- SMS Advertising</td>
</tr>
<tr>
<td>- MMS Advertising</td>
</tr>
<tr>
<td>2. Web-based</td>
</tr>
<tr>
<td>- Keyword Advertising</td>
</tr>
<tr>
<td>- Banner Advertising</td>
</tr>
<tr>
<td>3. Location-based</td>
</tr>
<tr>
<td>- Push Location-based Service</td>
</tr>
<tr>
<td>- Pull Location-based Service</td>
</tr>
<tr>
<td>4. APP-based</td>
</tr>
<tr>
<td>- In-App Advertising</td>
</tr>
<tr>
<td>- Ad-watch App</td>
</tr>
<tr>
<td>- Quick-Response Barcodes Ads</td>
</tr>
<tr>
<td>5. Call-based</td>
</tr>
<tr>
<td>- Caller Ring Back Tone</td>
</tr>
<tr>
<td>- Call To Action</td>
</tr>
</tbody>
</table>

Companies started to use mobile Ads to promote their products. For examples, Macy used interactive mobile Ads to strengthen their M-commerce strategy. In September 2013, in order to recognize daily sales by utilizing an interactive mobile Ad combining a small puzzle game [26]. From October 2013, McDonald’s has also joined the groups which uses mobile Ads, and released the first Ad which combined social media and rich media technologies, and then placed it in the well-known social networking sites, Facebook and Twitter, as well as National Football League Mobile Sites [26].

Some works related to mobile Ads are described as follows. Kim [23] noted that professionally smartphones and APP can allow mobile Ads readers to enhance trust and to increase the willingness to buy products. Kim and Lee [22] discovered and theorized customer typologies based on Q theory’s subjectivity in a qualitative approach and then verified and generalized sequentially these theoretical definitions and concepts through a combination of the Q and R empirical methods. Their results can be used as an antecedent of theoretical and industrial frameworks and a basic statistical data in advertising marketing and customer relationship management domains. Chen et al. [5] aimed to help mobile advertisers enhance their effectiveness in delivering mobile advertisements in the constantly evolving world of e-commerce. Their research analyzed attributes and concluded that brands, prices, promotions, preferences, and interests are key attributes for both goods and services in designing mobile advertising messages and that time is crucial only for services mobile advertising message design. Bakar and Rosmiza [1] identified the relationships between technology acceptance and purchase intentions on movie mobile advertising among youth Twitter users in Malaysia.

Chen and Hsieh [4] found six customized factors of designing mobile Ads in 2012. José et al. [20] indicated that entertainment, irritation, and perceived usefulness are three major factors for the youth accepted mobile advertising. Their study also has provided practical guideline for marketing managers to promote products/service to the youth. Yang et al. [41] collected Korean consumers’ information, and build a framework to provide advertisers to predict the efficiency of mobile Ads. From literatures mentioned above, we can find that mobile Ads have attracted lots of big companies’ attentions. So, to identify the crucial factors of clicking mobile Ads has become one of important issues.

B. Feature Selection

Feature selection can be considered as choosing a subset of features that can result in a highest classification performance [38]. Frenay et al. [10] think that feature selection can have some benefits including to reduce the dimension size, to remove irrelevant or redundant features, and to improve the performance of the classification model. Chandrashekar & Sahin [6] pointed out that feature selection allows us to get a better understanding of collected data, to help us increase learning efficiency by reducing the dimension size, and to improve the prediction accuracy. A number of soft computing approaches, such as neural networks, genetic algorithms, decision tree [7], rough sets [35], and correlation analysis [7] have been widely used to remove irrelevant, unnecessary, and redundant attributes. The conventional feature selection methods can be divided into three groups including filters, wrappers, and embedded (hybrid) methods [42].

The filter methods like preprocessor, we can choose a set of higher ranking features and used them to build predict models. Filter methods might use statistical analysis techniques to extract important features without learning methods [9]. The second group involves wrapper based methods which select factors based on the classification performance of learning methods [13]. Filter algorithm initiates the search with a given subset and searches through the feature space using a particular search strategy. It evaluates each variable independently with respect to the class in order to create a ranking. Variables are then ranked from the highest value to the smallest one. Since the filter model applies independent evaluation criteria without involving any classification algorithm, it does not inherit any bias of a classification algorithm and it is also computationally efficient. Wrapper approaches are similar to the filters except that they utilize a classification algorithm. The selected subset $S$ is initialized with the first variable in the ranking, and then the algorithm iteratively tries to include in $S$ the next variable $x_i$ in the ranking by evaluating the goodness of that augmented subset. The third group contains embedded (hybrid) methods which combined filter and wrapper methods to achieve better classification performance [17, 33] The features are ranked using distance criterion and then wrapper model is used to evaluate classification model [6, 28, 42]. However, when applying these feature selection to real world, we need to consider computational cost and complexity.

According to the work of Novakovic [28], he evaluated several feature selection methods including Gain (IG), Gain Ratio (GR), Symmetrical Uncertainty (SU), Recursive Elimination of Features (Relief-F), One-R (OR), Chi-Squared
based on classification performances of Naive Bayes, the experimental results show that OR is the best followed by CS, t GR, SU, IG, and RF. Veronica et al. [39] used five kinds of feature selection methods including Correlation-based Feature Selection (CFS), Consistency-based, INTERACT, IG, Relief-F, Recursive Feature Elimination for Support Vector Machines (SVM-RFE), Feature Selection-Perceptron (FS-P), they found Relief-F has the best performance and IG can have a stable performance. Among them, SVM-RFE can be one of optimal solution for feature selection. Therefore, we use SVM-RFE in this study.

C. SVM-RFE

Support vector machine recursive feature elimination (SVM-RFE) was first proposed by Guyon et al. [14] to aid in gene selection for cancer classification. SVM-RFE is a wrapper approach used in two-class circumstances [30]. It was demonstrated that the features selected by SVM-RFE yielded better classification performance than the other methods mentioned in the study of Guyon et al. [14]. According to the work of Chandrashekar and Sahin [6], SVM-RFE uses the weights of SVM to rank the feature for their removal. Let \( w_j \) be defined as equation (1).

\[
    w_j = \frac{\mu_j(+) - \mu_j(-)}{\sigma_j(+) + \sigma_j(-)} \tag{1}
\]

where \( \mu_j(+) \) and \( \mu_j(-) \) are the mean of the samples in class (+) and (−) and \( \sigma_j \) is the variance of the respective classes and \( j = 1 \) to \( D \). This equation (1) can be employed to be ranking criteria to sort the features. The rank vector \( w \) can be used to classify since features rank proportionally contributes to the correlation. A voting scheme could be defined in equation (2).

\[
    D(x) = w(x - \mu) \tag{2}
\]

where \( w \) is the rank of the features or weight, \( D(x) \) is the decision and \( \mu \) is the mean of the data. Hence the rank of the features can be used as classifier weights. The change in the weight \( w_j \) can be viewed as removing a feature \( j \). It is suggested to use the change in the objective function, a linear discriminant function \( J \) which is a function of \( w_j \). This concept of using the weights as the ranking and the search is done using the change in the objective function is applied to the SVM classifier to perform SVM-RFE method.

There are lots of successful of SVM-RFE to real applications. For examples, Shieh and Yang [34] presented a multiclass SVM-RFE to streamline the selection of optimum product form features. Bolón-Canedo et al. [3] tried to find the most up-to-date feature selections methods for microarray databases. For microarray data, the optimal combination of feature selection methods is SVM-RFE and mRMR (minimum Redundancy Maximum Relevance) [3]. Korkmaz et al. [24] utilized SVM for drug discovery with three feature selection methods including SVM-RFE, wrapper method and subset selection. Maldonado [27] pointed out one advantage of SVM-RFE is the possibility to perform non-linear feature selection. Therefore, SVM-RFE has been employed to a feature selection method is this study [27].

III. IMPLEMENTAL PROCEDURE

The implemental procedure involves 8 major steps. They are to define factors of mobile advertising, design questionnaire, pre-test questionnaire, collect data, prepare data, implement feature selection methods, build SVM classifier, and evaluate results and make conclusions.

The details of the procedure have been provided as follows.

Step 1: Define factors of mobile advertising

In this step, we try to define potential factors of mobile advertisements depending upon available literatures. We survey published works and attempt to define possible factors from related studies. Next, according to these defined factors, we can go to next step to design questionnaire for collecting data.

Step 2: Design questionnaire

In this step, an importance level of the defined factors is measured in this questionnaire. In this questionnaire, customers express the feeling about the level of importance for a certain factor regarding the probability of increasing loyalty, and repurchase rate, respectively. Every single one factor will be expanded into a pair of question items.

Q: How would you feel the importance of the title of mobile advertisement?

(A) Very important (B) Important (C) Neutral (D) Unimportant (E) Very unimportant

Step 3: Pre-test

The original questionnaire will be issued for pretesting. In this step, according to the feedbacks of respondents, we can modify the questionnaire items.

Step 4: Collect data

After pretesting, the modified questionnaire will be issued to target customers, including those who have experiences of watching mobile ads.

Step 5: Prepare data

Before implementing feature selection methods, we will code the collected data. After preprocessing, we can analyze the collected examples.

Step 6: Implement feature selection methods

Step 6.1 SVM-RFE

In this work, we use SVM-RFE [14]. The algorithm of SVM-RFE can be found as follows.

**Inputs:**
- Training examples
  \( X_0 = [X_1, X_2, ..., X_k, ..., X_i]^T \) \tag{3}
- Class labels
  \( y = [y_1, y_2, ..., y_k, ..., y_i]^T \) \tag{4}

**Initialize:**
- Subset of surviving features
  \( s = \{1, 2, ..., n\} \) \tag{5}
- Feature ranked list
  \( r = [] \) \tag{6}

**Repeat until**
- \( s = [] \) \tag{7}
- Restrict training examples to good feature indices
  \( X = X_0(:, s) \) \tag{8}

Train the classifier
\[ \alpha = SVM - \text{train}(X, y) \]  
(9)

Compute the weight vector of dimension length(s)

\[ W = \sum_{k} a_k y_k x_k \]  
(10)

Compute the ranking criteria

\[ c_i = (w_i)^2, \text{ for all i} \]  
(11)

Find the feature with smallest ranking criterion

\[ f = \arg \min(c) \]  
(12)

Update feature ranked list

\[ r = [s(f), r] \]  
(13)

Eliminate the feature with smallest ranking criterion

\[ s = s(1 : f - 1, f + 1 : \text{length}(s)) \]  
(14)

Output:

Feature ranked list

\[ r \]  
(15)

**Step 6.2 Consistency based feature selection method** [25]

This method evaluates the worth of a subset of attributes by the level of consistency in the class values when the training instances are projected onto the subset of attributes. Consistency of any subset can never be lower than that of the full set of attributes; hence the usual practice is to use this subset evaluator in conjunction with a Random or Exhaustive search which looks for the smallest subset with consistency equal to that of the full set of attributes.

**Step 6.3 Correlation based feature selection method:**

This approach evaluates the worth of a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. Subsets of features that are highly correlated with the class while having low inter-correlation are preferred [16].

By the way, we use four search methods in correlation and consistency based method. These search techniques can be described as follows.

**-Best First Method:**

This technique searches the space of attribute subsets by greedy hill climbing augmented with a backtracking facility. Setting the number of consecutive non-improving nodes allowed controls the level of backtracking done. Best first may start with the empty set of attributes and search forward, or start with the full set of attributes and search backward, or start at any point and search in both directions (by considering all possible single attribute additions and deletions at a given point).

**-Genetic Search Method:**

This technique performs a search using the simple genetic algorithm described in Goldberg (1989)[15].

**-Greedy Stepwise Method:**

This technique performs a greedy forward or backward search through the space of attribute subsets. It may start with no/all attributes or from an arbitrary point in the space. Stops when the addition/deletion of any remaining attributes results in a decrease in evaluation. It can also produce a ranked list of attributes by traversing the space from one side to the other and recording the order that attributes are selected.

**-Linear Forward Selection Method:**

This technique is an extension of Best First method. It takes a restricted number of k attributes into account. Fixed-set selects a fixed number k of attributes, whereas k is increased in each step when fixed-width is selected. The search uses either the initial ordering to select the top k attributes, or performs a ranking (with the same evaluator the search uses later on). The search direction can be forward or floating forward selection (with optional backward search steps).

**Step 7: Build SVM classifier by SMO**

In this step, we implements Platt’s sequential minimal optimization algorithm for training a support vector classifier [29].

**Step 8: Evaluate results and make conclusions**

Finally, from the results of from step 6 to step 7, we find the important factors of mobile advertising, understand the internet users’ thinks, and then we can draw conclusions based on them.

### IV. RESULTS

**A. Define the potential factors of mobile advertisements**

Table 2 defines the whole potential factors of mobile Ads. The factors will be our candidate set for feature selection.

**B. Results for increasing customer loyalty**

Table 3 summarized the results of correlation based, and consistency based feature selection methods. We first use 4 searching techniques and then a vote mechanism has been utilized to selected important features. In consistency based feature selection method, we found four factors, “Language”, “Perceived ease of use”, “Credibility”, and “Game-based”. And in correlation based feature selection method, we discovered five factors “Language”, “Perceived ease of use”, “Credibility”, “Price”, “Game-based”.

### TABLE II

<table>
<thead>
<tr>
<th>No.</th>
<th>Factors</th>
<th>Definitions</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Involvement</td>
<td>The degree that customers involve in mobile Ads.</td>
<td>[40]</td>
</tr>
<tr>
<td>2</td>
<td>Language</td>
<td>Language used in mobile Ads.</td>
<td>[40]</td>
</tr>
<tr>
<td>3</td>
<td>Type of Website</td>
<td>The advertising products of mobile Ads is suitable the website which Ads is located.</td>
<td>[40]</td>
</tr>
<tr>
<td>4</td>
<td>Irritation</td>
<td>Mobile ads make consumers disgust, hate and other negative effects.</td>
<td>[40][20][21]</td>
</tr>
<tr>
<td>5</td>
<td>Perceived Usefulness</td>
<td>Customers think the information in mobile Ads is helpful.</td>
<td>[41][20]</td>
</tr>
<tr>
<td>6</td>
<td>Perceived ease of use</td>
<td>Mobile ads are very simple and approachable, without any effort in.</td>
<td>[41]</td>
</tr>
<tr>
<td>7</td>
<td>Credibility</td>
<td>Mobile Ads let customers feel reliable and trusted.</td>
<td>[41][21]</td>
</tr>
<tr>
<td>8</td>
<td>Price</td>
<td>Mobile Ads can provide detailed price information of products/services.</td>
<td>[4]</td>
</tr>
<tr>
<td>9</td>
<td>Preference</td>
<td>Mobile Ads can provide information to customers according to their preferences.</td>
<td>[4]</td>
</tr>
<tr>
<td>10</td>
<td>Interest</td>
<td>Mobile Ads provide related content depending on users’ personal interests.</td>
<td>[4]</td>
</tr>
<tr>
<td>11</td>
<td>Brand Name</td>
<td>Mobile Ads provide information of specific brand.</td>
<td>[4]</td>
</tr>
<tr>
<td>12</td>
<td>Informativeness</td>
<td>Mobile ads deliver consumers rich/enough information content.</td>
<td>[21]</td>
</tr>
<tr>
<td>13</td>
<td>Game-based</td>
<td>Mobile Ads are integrated into games to marketing.</td>
<td>[26]</td>
</tr>
</tbody>
</table>
some top factors. Top 5 factors include “Involvement”, “Irritation”, “Perceived Usefulness”, “Perceived ease of use” and “Credibility”. Compare results of three feature selection methods. They all indicated that “Perceived ease of use”, “Credibility” are important for increasing customer loyalty.

C. Results for increasing repurchase rate

In this subsection, we aim to find the crucial factors for increasing repurchase rate. Table 5 summarized the results of correlation based, and consistency based feature selection methods. In consistency based feature selection method, we found two factors, “Credibility”, and “Informativeness”. And in correlation based feature selection method, we discovered four factors “Credibility”, “Interest”, “Brand Name”, and “Informativeness”.

Table 6 shows the results of SVM-RFE. We merely pick some top factors. Top 5 factors include “Type of Website”, “Preference”.

V. Conclusions

This work tries to define potential factors of mobile advertisements. Then, we employ support vector machine recursive feature elimination (SVM-RFE), correlation based, and consistency based feature selection methods to identify the key attributes to directly improve the customer’s loyalty and repurchase rate. Results indicated that SVM-RFE outperforms correlation based and consistency based feature selection methods.

Moreover, for increasing customer loyalty, we identify three methods to build SVM. Tables 8 and 9 summarize the results of SVM for loyalty and repurchase rate, respectively. From these tables, we can find SVM-RFE outperforms correlation based and consistency based methods.
three important factors. They are “Involvement”, “Irritation”, and “Perceived Usefulness”. Therefore, mobile advertisers need to improve the degree that customers involve in mobile Ads, and avoid to make consumers disgust, hate and other negative effects. Finally, the information contained in mobile Ads should be helpful to customers.

For increasing repurchase rate, we also recognize three important factors. They are “Type of Website”, “Perceived Usefulness”, and “Credibility”. Consequently, advertisers should put their mobile Ads on a suitable website which match the position of marketing products. By the way, the provided mobile Ads should let customers feel reliable and trusted. Moreover, the information in mobile Ads should helpful. For the direction of future works, readers can use another different feature selection method to identify important factors mobile ads. By the way, more examples should be collected for precise analysis.
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